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A B S T R A C T

This study proposes a unified two-dimensional (2D) polygon-based computer-aided manufacturing (CAM) 
framework that enables tool path generation, machinability evaluation, material removal simulation, and 
cutting-force prediction within a single computational environment. The proposed method represents three- 
dimensional geometries as aggregates of orthogonal 2D polygon sets, obtained by slicing the model in the xy-, 
yz-, and zx-parallel planes and superposing the three polygonal datasets. A novel convolutional offsetting al
gorithm is developed to perform three-dimensional inflation and shrinkage by incorporating adjacent cross- 
sectional relationships, thereby achieving accurate 3D offsets independent of the slicing orientation. The infla
ted 2D polygons are directly utilized to generate contour and scanning tool paths, and sequential inflation–
shrinkage analysis enables visualization of unmachinable regions for tool accessibility evaluation. Furthermore, 
the framework integrates an instantaneous cutting force model that accurately predicts the cutting force 
waveform by detecting intersections between the cutting edge points and 2D polygon aggregations. The system is 
experimentally validated via ball-end milling. The results demonstrate that tool paths can be generated in under 
one minute using only a CPU. Furthermore, the simulated cutting forces closely align with experimental mea
surements. These findings demonstrate that the proposed 2D polygon-based framework provides an efficient and 
extensible foundation for integrating mechanical simulation and tool-path generation.

1. Introduction

Recent advances in machining accuracy and the widespread adop
tion of multi-axis machine tools have made end milling of complex- 
shaped components increasingly important in the manufacturing in
dustry. Therefore, the role of computer-aided manufacturing (CAM) 
systems in generating efficient and reliable NC programs has expanded 
significantly. By providing the tool geometry, machining regions, 
machining strategies, and cutting conditions as input data, CAM systems 
can semi-automatically compute tool paths. However, the generation of 
highly efficient and precise tool paths requires CAM operators to 
appropriately determine the input parameters. As this process depends 
strongly on the operator experience and expertise, complete automation 
of tool-path generation has not been achieved in conventional CAM 
systems. Therefore, several studies have been conducted to develop 
technologies for the automatic generation of optimal tool paths. Mat
sukawa et al. proposed a geometric computation method for 

automatically generating tool paths in five-axis indexing machining 
employing complex STL models [1]. Mandeep et al. developed a method 
for deriving spiral tool-paths from 3D point-cloud models obtained via 
scanning to facilitate automated tool-path generation for reverse engi
neering [2]. Recently, methods employing machine learning techniques 
have been proposed for deriving optimal tool paths [3,4]. In addition to 
tool-path generation algorithms, considerable research has been con
ducted on the automatic recognition of machining features. Zhang et al. 
proposed a feature recognition method employing NC programs for 
three-axis machining [5], and several machine learning-based ap
proaches using graph neural networks have also been reported [6]. 
Collision avoidance must be incorporated in tool path generation [7]. 
Chichell et al. proposed a high-speed collision detection method for 
free-form five-axis machining and developed a collision-free tool-path 
generation technique. Inui et al. introduced a method for calculating 
tool orientations that ensures collision-free conditions between the tool 
holder and workpiece [8]. George et al. developed a process planning 
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approach that incorporates the accessibility of cutting tools in hybrid 
additive–subtractive manufacturing processes [9]. However, the geo
metric computations required for tool-path generation and collision 
avoidance are highly time consuming, presenting a significant challenge 
in practical applications [10]. To address this issue, GPU-based accel
eration methods have been proposed [11].

Although various geometric analysis methods have been developed, 
extensive research has been conducted on mechanical simulations 
aimed at optimizing cutting conditions. Because cutting-force prediction 
provides the basis for these simulations, numerous approaches have 
been proposed, including analytical model-based methods [12–14], 

finite element method (FEM)-based simulations [15], and machine 
learning-based prediction models [16,17]. By applying these cutting 
force models, several studies have analyzed the chatter stability [18] 
and predicted the machined surface topography generated under 
chatter-involved cutting conditions [19,20]. In addition to these dy
namic analyses, simulation methods have been developed addressing 
machining errors caused by static deformation of the tool and workpiece 
owing to cutting forces [21,22]. Furthermore, multiple studies have 
proposed optimization of cutting conditions via mechanical simulations 
[23,24].

Numerous studies have been conducted to enable automated and 

Fig. 1. Functions used in the development of the proposed system.

Fig. 2. 3D workpiece representation based on 2D polygons.

Fig. 3. Discrepancy between 3D shape offset and individual 2D polygon offset.
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skill-independent machining, including tool-path generation, machining 
feature recognition, interference avoidance, tool accessibility analysis, 
and mechanical simulations involving cutting-force prediction. Inte
gration is desired to enable closed-loop verification and optimization, in 
which tool-path generation and process simulation are consistently 
linked. However, because these studies have often been developed 
independently, the geometric representation employed differs depend
ing on the purpose. For example, boundary-based models are commonly 
used for tool-path generation, while volumetric discretization, such as 
voxel- or dexel-based models, is frequently adopted for material- 
removal simulations and computing the engagement conditions used 

in force-, deformation-, and vibration-related analyses. This heteroge
neity fragments CAM workflows, thereby requiring repeated geometric 
conversions and hindering seamless closed-loop linkages. Another 
practical issue is the hardware constraints introduced by GPU-oriented 
implementations. Although open standards such as OpenCL exist, 
many high-performance implementations rely on NVIDIA’s CUDA 
ecosystem, which tends to reduce the portability across different hard
ware environments because CUDA only supports NVIDIA GPUs [25]. 
Thus, while GPU-based acceleration can effectively reduce computation 
time, it can also introduce vendor- and hardware-dependent constraints 
that limit the versatility of CAM systems.

Fig. 4. Convolutional 2D polygon offset (Inflation).
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This study proposes a hardware-independent CAM framework that 
integrates tool-path generation, detection and visualization of unma
chinable regions, material-removal simulation, and cutting-force pre
diction within a unified two-dimensional (2D) polygon-based geometric 
modeling scheme. The proposed method employs Boolean and con
volutional operations of 2D polygons on CPU to achieve a computational 
efficiency comparable to that of GPU-accelerated systems while main
taining full software portability. This approach reduces operator de
pendency in practical machining and provides a promising foundation 
for developing flexible digital-twin-based manufacturing systems.

The remainder of this paper is structured as follows: Section 2 in
troduces the proposed geometric framework based on 2D polygon 
Boolean operations. Section 3 explains the algorithms for tool-path 
generation, detection and visualization of unmachinable regions, ma
terial removal simulation, and cutting-force prediction integrated 

within the proposed framework. Section 4 provides experimental vali
dation and a discussion of the computational efficiency. Finally, Section 
5 concludes the paper and outlines future research directions.

2. Geometric model based on 2D polygon

2.1. 3D shape representation

This study proposes a geometric modeling framework employing 2D 
polygons. The developed CAM software was implemented using 
“Clipper2,” an open-source geometric processing library for 2D polygon 
operations. As illustrated in Fig. 1, Clipper2 enables Boolean operations, 
including union, subtraction, and intersection, as well as offset calcu
lations [26,27]. By combining these fundamental functions, a compre
hensive 2D-polygon-based system was constructed, capable of 

Fig. 5. Examples of individual and convolutional offset results.

Fig. 6. Contour line and scanning line tool-path generation.
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performing tool-path generation, detection of unmachinable regions, 
and cutting-force estimation within a unified framework. As shown in 
Fig. 2, the 3D model was discretized by slicing it at constant intervals in 
three orthogonal directions (xy, yz, and zx). Each slice was converted 
into a set of 2D polygons, and the superposition of three polygonal 
datasets enabled the geometric representation of the complete 3D shape. 
If only xy − plane slices are used, the resolution along the z-direction is 
solely determined by the slice pitch; thus, achieving high accuracy re
quires an excessively fine pitch. By additionally slicing on the yz− and 
zx − planes, analogous to the rationale of tri-dexel representations, 
direction-dependent discretization errors are mitigated, and the need for 
extremely fine slicing in a single direction is reduced while maintaining 
geometric accuracy. In this study, polygon vertex coordinates are stored 
as floating-point values rounded to the fifth decimal place.

2.2. Offset shape calculation

Offsetting 3D geometries is an essential geometric operation in tool- 
path generation [28]. This study introduces a method for performing 
offsets on a 3D geometry, represented as an aggregation of 2D polygons. 
As illustrated in Fig. 3, each 2D cross-section sliced along the zx-plane 
can be inflated independently (positive offset). However, as shown in 
the figure, such a simple independent inflation of each cross-section does 
not coincide with the actual 3D inflated shape. This discrepancy occurs 
because the geometric relationships among adjacent cross-sections are 
neglected in the independent 2D offset process.

Consequently, a 3D offsetting method employing the convolutional 
processing of 2D polygon sets was proposed. This procedure is illus
trated in Fig. 4. As shown in Fig. 4(a), N consecutive polygons (from 0 to 
N) are referenced within a region inflated with an offset value r around 
the model. First, the convolutional inflation process for the target cross 
section, pi is incorporated. Within the reference range, all neighboring 
polygons pj whose distances from pi are smaller than r are detected, as 
shown in Fig. 4(b). Both pi and each detected pj were individually 
inflated using their respective offset values. The offset value ri

j for section 

Fig. 7. Unmachinable area detection.

Fig. 8. Calculation flow of material-removal simulation.

Fig. 9. Material removal process based on 2D polygon representation.
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pj relative to pi was determined using Eq. (1): 

ri
j =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

r2 − ((i − j)⋅ds)2
√

⋅rsign (1) 

where ds is the slicing pitch and rsign denotes the sign of r (+1 for 
inflation and − 1 for shrinkage). As illustrated in Fig. 4(e), this operation 
is equivalent to computing the inflated shape at the target polygon pi 
when the entire geometry is inflated three-dimensionally by r. The 
Boolean union of inflated polygons completes the convolutional infla
tion process for polygon pi. By performing this operation for all sections 
p0–pn within the convolutional range shown in Fig. 4(a), the 3D inflated 
geometry sliced along the yz-plane can be obtained. Accordingly, let nr 
denote the number of polygons within the convolution range (− r,+r)
and n denote the total number of polygons to be offset. The computa
tional complexity of the proposed method is O(nr⋅n). Because the con
volutional offsetting process for each section is independent, these 
computations can be parallelized across sections. The same procedure 
was applied to slices along the xy and zx planes. When the offset distance 
r is negative, a Boolean intersection is performed instead of a union to 
compute the contracted geometry.

Fig. 10. Cutting-edge point for cutting force calculation.

Fig. 11. STL model for case study.
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This process resulted in a 3D inflated geometry, as shown in Figs. 5
(e)–(h). For comparison, Figs. 6(a)–(d) show the results obtained by 
independently offsetting each cross section after slicing, as described in 
Fig. 3. Evidently, in this conventional approach, the inflated geometry 
varies depending on the slicing direction, indicating that an appropriate 
3D inflated shape cannot be obtained. By contrast, the proposed con
volutional offset method produced consistent inflated geometries irre
spective of the slicing orientation, demonstrating its robustness in 
representing three-dimensional inflation. Based on this geometric 
framework, the following sections describe tool-path generation and 
detection of unmachinable regions.

3. Application

3.1. Tool path generation

When a 3D inflated geometry is obtained, deriving contour and 
scanning paths becomes straightforward. As shown in Fig. 6, when the 
3D model was sliced on the xy-plane, the 2D-polygons obtained by 

inflating the 2D-polygons using the tool radius correspond to the con
tour tool paths. If multiple contour layers are required, the inflated 
xy-plane polygons can be further expanded by the radial depth of the 
cut, yielding additional 2D polygons that represent successive tool 
paths. When a machining allowance is specified, the inflation during the 
first offset operation can be increased by the allowance value relative to 
the tool radius.

The same principle applies to the scanning paths. A representative 
computation of x-direction scanning tool paths is illustrated in Fig. 6, 
where the model is sliced along the zx-plane and inflated to generate 2D- 
polygons corresponding to the scanning paths. Therefore, modeling the 
workpiece based on 2D-polygons simplifies the generation of both the 
contour and scanning tool paths for three-axis machining.

3.2. Detection of unmachinable regions

The inflation and shrinkage of 3D geometries can be used to evaluate 
the machinability of product shapes. Accordingly, for the three- 
directional 2D polygon aggregation model proposed in this study, the 
machinability can be similarly evaluated by performing convolutional 
inflation and shrinkage. An overview of this process is shown in Fig. 7. 
First, the 3D model of the product is sliced into multiple cross sections 
and represented as an aggregation of 2D polygons. Next, the inflated 
geometry is calculated using the tool radius as the offset value r. Sub
sequently, the inflated geometry is reduced using the same tool radius. If 
the geometry obtained after shrinkage coincides with the original 
product shape, the product could be completely machined using the 
selected tool radius. However, as illustrated in Fig. 7, when differences 
appear between the original and processed shapes, the corresponding 
regions are identified as unmachinable. Therefore, by computing the 

Fig. 12. Result of unmachinable area detection.

Table 1 
Conditions for scanning path generation.

Roughing Finishing

Tool φ8 Ball end mill
Feed direction One-way (y+)
Radial depth of cut 2.0 mm 0.25 mm
Axial depth of cut 2.0 mm 0.10 mm
Scanning count 5 1
Margin 0.10 mm 0 mm

Fig. 13. Scanning path for machining torus shape.
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difference between the pre-inflation and post-shrinkage 2D polygons, 
unmachinable regions can be visualized. This functionality is useful in 

supporting the appropriate selection of tool diameters for CAM 
operations.

3.3. Material removal simulation and cutting force prediction

A material-removal simulation similar to that implemented in con
ventional CAM systems can be easily realized within the proposed 2D 
polygon-based framework. The overall procedure is illustrated in Fig. 8. 
In this simulation, the tool model is represented as a 3D polygon model, 
as shown in Fig. 9. First, the 3D polygon model of the tool is translated 
by a small incremental distance, denoted as Δd. Next, as illustrated in 
Fig. 9, the tool model is sliced along the xy, yz, and zx planes and con
verted into an aggregation of 2D polygons. The material removal process 
was simulated by computing the difference between the 2D polygon sets 
of the workpiece and tool. The machined geometry corresponding to the 
generated tool path can be simulated by repeating the operation along 
the path.

Beyond material removal simulation, the proposed framework was 
applied to a cutting-force analysis based on the instantaneous rigid force 
model [29]. Therefore, the tool is represented by the 3D polygon model 
shown in Fig. 9 and by a set of discrete cutting-edge points, as illustrated 
in Fig. 10(a). This representation discretizes the swept cutting-edge 
geometry along both the angular and axial directions of the tool. Each 
cutting edge point possesses its spatial coordinates as well as an asso
ciated normal vector, which defines its local cutting direction. Prior to 
the cutting-force analysis, intersection detection was performed be
tween the workpiece geometry, which was represented as an aggrega
tion of 2D polygons and cutting-edge points. An example of intersection 
detection in 2D polygons parallel to the xy-plane is shown in Fig. 10(b). 
First, the polygon is detected among the 2D polygons of the workpiece 
whose distance from a cutting edge point along the z-axis is within ds/2 
and is closest to the point. If a polygon is obtained, the cutting edge point 
is projected onto the detected polygon, and an intersection is identified 
on the xy-plane if the projected point lies inside the polygon, an inter
section is identified on the xy-plane. Intersection detection was per
formed in the xy, yz, and zx planes. If the cutting edge point intersects 
any of the three 2D polygon groups, it is determined to intersect with the 

Table 2 
Comparison of computational time for tool path generation with different slicing 
pitch.

(a) Middle-range CPU (Intel Core i5 14600KF)

Slice pitch Slice 
model

Roughing path 
generation

Finishing path 
generation

Total

0.250 mm 0.35 s 0.29 s 0.35 s 0.98 s
0.125 mm 0.44 s 0.43 s 0.93 s 1.79 s
0.050 mm 0.90 s 0.57 s 2.10 s 3.57 s
0.010 mm 3.88 s 1.77 s 12.86 s 18.51 s
0.005 mm 8.22 s 3.07 s 24.56 s 35.86 s

(b) High-end CPU (AMD Ryzen 9 9950×3D)

Slice 
pitch

Slice 
model

Roughing path 
generation

Finishing path 
generation

Total

0.250 
mm

0.59 s 0.41 s 0.19 s 1.20 s

0.125 
mm

0.50 s 0.43 s 0.59 s 1.52 s

0.050 
mm

0.85 s 0.44 s 1.08 s 2.37 s

0.010 
mm

4.18 s 1.05 s 6.49 s 11.72 
s

0.005 
mm

8.29 s 1.66 s 11.36 s 21.31 
s

Table 3 
Comparison of tool-paths generated by proposed method and commercial CAM.

Slicing 
pitch

Maximum 
difference

Within 1.0 
μm

Within 2.0 
μm

Within 5.0 
μm

0.250 mm 52.00 μm 93.99 % 96.46 % 98.68 %
0.125 mm 19.91 μm 93.58 % 97.38 % 99.46 %
0.050 mm 8.75 μm 94.24 % 98.22 % 99.75 %
0.010 mm 9.28 μm 94.45 % 98.38 % 99.88 %
0.005 mm 8.25 μm 98.38 % 99.64 % 99.97 %

Fig. 14. Actual and virtual workpiece shape after roughing and finishing path.
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workpiece geometry.
Subsequently, for each cutting-edge point intersecting the work

piece, the cutting forces were calculated based on an instantaneous 
cutting-force model. As illustrated in Fig. 10(c), the three infinitesimal 
force components acting on a single cutting-edge point— the tangential, 

radial, and axial components–denoted as dFt , dFr and dFa— are 
computed using Eq. (2): 

dFt = [Ktc⋅h + Kte]⋅dz/sinκ
dFr = [Krc⋅h + Kre]⋅dz/sinκ
dFa = [Kac⋅h + Kae]⋅dz/sinκ

(2) 

where Ktc, Kte, Krc, Kre, Kac, and Kae are constant cutting coefficients. The 
uncut chip thickness, h is calculated geometrically using Eq. (3), based 
on the feed per tooth St , cutting-edge normal vector n→, and feed- 

direction vector f
→

: 

h = St⋅
(

n→⋅ f
→)

(3) 

The infinitesimal forces dFt, dFr, and dFa are transformed into the 
workpiece coordinate system (x, y, z) using the rotation angle θ and 
zenith angle κ, as expressed in Eq. (4): 
⎡

⎣
dFx
dFy
dFz

⎤

⎦ =

⎡

⎣
− sinθ − cosθ⋅sinκ − cosθ⋅cosκ
− cosθ − sinθ⋅sinκ − sinθ⋅cosκ

0 cosκ − sinκ

⎤

⎦⋅

⎡

⎣
dFt
dFr
dFa

⎤

⎦ (4) 

The total cutting forces Fx, Fy, and Fz in the x, y, and z directions, 
respectively, are obtained by summing all infinitesimal forces, as shown 
in Eq. (5): 

Fx =
∑

dFx, Fy =
∑

dFy, Fz =
∑

dFz (5) 

When performing a simulation that includes a cutting-force analysis, 
this calculation procedure is incorporated after each incremental tool 
movement, as shown in Fig. 8.

4. Validation

4.1. Geometric calculation

The proposed 2D polygon-based framework was validated to confirm 
that the extraction of unmachinable regions, tool-path generation, ma
terial removal simulation, and cutting-force analysis can be compre
hensively performed within a unified system. The program was 
implemented in C# (. NET 8.0).

First, a case study was conducted to examine the validity of the 

Fig. 15. Distribution of difference between tool paths generated by proposed 
method and commercial CAM.

Fig. 16. Overview of experiment for cutting-force simulation.

Table 4 
Conditions for cutting force analysis validation.

Machine tool ROBODRILLα-D14MiB5 Plus

Tool Type Ball end mill
Diameter 8.0 mm
Helix angle 30 ◦

Cutting conditions Spindle speed 3600 rpm
Feed rate 200 mm/min

Cutting coefficients Ktc 935.62
Kte 2.0218
Krc 416.73
Kre 1.8238
Kac 2.72e-05
Kae 3.32e-06

Simulation conditions Axial resolution 0.10 mm
Radial resolution 1.0 deg.
Slice pitch 0.10 mm

Table 5 
Conditions for cutting coefficient identification.

Test cut A Test cut B Test cut C

Spindle speed 3600 rpm
Feed rate 100, 200, 300 mm/min
Axial depth of cut 8.0 5.0 2.0
Radial depth of cut 1.5 3.0 7.0
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unmachinable-region extraction. The target geometry is shown in 
Fig. 11. This model comprised a torus with fillets where the outer and 
inner fillet radii differed. Machining was performed using a ball end mill 
with a radius of 4.0 mm. Because the outer fillet radius was 4.0 mm, the 
region was machinable, whereas the inner fillet radius was 3.0 mm, 
resulting in residual material after machining. Therefore, when inflation 
and shrinkage are performed using a tool radius of 4.0 mm and the 
difference from the original shape is computed, a set of 2D polygons 
corresponding to unmachinable regions is expected to be extracted near 
the inner fillet. The results of this geometric computation is shown in 
Fig. 12. As expected, the unmachinable regions were successfully 
extracted around the inner fillet. These results demonstrate that the 
proposed convolutional offset method can accurately compute 3D 
inflation and shrinkage of complex geometries.

Subsequently, the proposed method was validated for tool-path 
generation. In this study, a scanning tool path was generated for the 
torus geometry, as shown in Fig. 11. The tool-path generation conditions 
are presented in Table 1. For the roughing operation, a machining 
allowance of 0.10 mm was applied, and five layers of scanning paths 
were generated by performing five successive inflation processes, as 
shown in Fig. 13. For the finishing operation, a machining allowance of 
0 mm and radial depth of cut of 0.25 mm were applied, yielding a single 
finishing layer.

To evaluate the computational time and accuracy of the proposed 
tool-path generation method, the model was sliced into several slice 
pitches ranging from 0.005 to 0.25 mm, and the total computation time 
was measured using a middle-range CPU (Intel Core i5 14600KF) and a 
high-end one (AMD Ryzen 9 9950×3D). Tool-path generation was 
executed sequentially in three steps: model slicing, roughing-path gen
eration, and finishing-path generation. The computation times for each 
process are presented in Table 2. The results show that the computation 
time increases as the slice pitch decreases, for all three processes. Among 
these, finishing-path generation tended to require the longest compu
tation time. These results demonstrate that even with an extremely fine 
slice pitch of 0.005 mm, the total computation time is 35.86 s on the 
middle-range CPU and 21.31 s on the high-end CPU. This confirmed that 
the proposed CPU-based implementation can generate tool paths with 
practical efficiency without requiring GPU acceleration.

We also compared the tool paths with those generated by a com
mercial CAM software (Autodesk Fusion 360) while varying the slice 
pitch to validate the proposed method. The differences between the 

proposed method and commercial CAM results are summarized in 
Table 3. Here, the difference was defined as the shortest distance from 
each point comprising the tool path generated by the proposed method 
to the corresponding tool path generated by the commercial CAM, with a 
tolerance of 0.0005 mm. The distributions of these differences for slice 
pitches of 0.250 mm and 0.005 mm are shown in Fig. 14. As the slice 
pitch decreased, the mean difference between the tool paths generated 
by the proposed method and commercial CAM decreased. In contrast, 
the maximum difference converged to approximately 9 μm once the slice 
pitch became 0.050 mm or smaller. Regardless of the slice pitch, more 
than 90 % of the differences were within 1.0 μm. Fig. 14 also indicates 
that relatively large differences were localized near the torus edges. In 
the present validation, a slice pitch of 0.050 mm is sufficient to achieve 
close agreement with commercial CAM results: the maximum difference 
is within 10 μm, and more than 99 % of the differences are within 5.0 
μm. This result demonstrates that the proposed 3D offset can calculate 
the offset shape correctly and generate tool paths comparable to those of 
the commercial CAM software.

In a previous study, it was reported that tool-path generation for a 
workpiece size of 60 × 50 mm in the xy-plane, discretized with a spatial 
resolution of 0.02 mm, required 3.3 s on a GPU (NVIDIA RTX 2070) 
[30]. Although it is not a fair one-to-one comparison because the 
machining conditions and evaluation settings are different, the proposed 
method generated tool paths that differ from those produced by a 
commercial CAM system by less than 10 μm with the slice pitch of 0.050 
mm, and it achieved a computation time of 3.57 s even on a 
middle-range CPU. These results suggest that the proposed CPU-based 
implementation has the potential to achieve a performance compara
ble to that of GPU-based approaches.

The machining results obtained using the generated tool paths are 
shown in Fig. 15. Specifically, Figs. 15(a) and 15(b) show the rough- 
machined geometry in conjunction with the corresponding material 
removal simulation results. The simulated and actual machined geom
etries are consistent, validating that the proposed material-removal 
simulation accurately represent the machined shape. Figs. 15(c) and 
15(d) show a comparison after the completion of the operation. The 
machined surface faithfully reproduced the fine triangular features that 
constituted the STL model of the torus. These results demonstrate the 
validity of both tool-path generation and material removal simulations 
implemented in the proposed framework.

Fig. 17. Matching the average cutting forces for identification of cutting coefficients.
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4.2. Cutting force calculation

The validity of the cutting force simulation was verified. The 
experimental setup and cutting conditions used for the validation are 
shown in Fig. 16 and Table 4, respectively. The six cutting coefficients 
were identified using several simple test cuts. The test cutting conditions 
are listed in Table 5. The test cuts were performed before the cutting 

experiment under nine conditions, comprising three feed rates and three 
combinations of cut depths. As shown in Fig. 17, the cutting coefficients 
were identified by an iterative search, such that the simulated average 
cutting forces matched the measured values for each test. In the exper
iment, machining was performed along a linear tool path using a ball- 
end mill. Up to the waypoint, the cutting depth remains constant, 
indicating a steady-state cutting region. Beyond this point, the 

Fig. 18. Comparison of entire cutting forces.
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Cutter–Workpiece Engagement (CWE) varies dynamically and repre
sents a transient cutting region. Cutting forces were measured and 
simulated along the tool path under steady and transient cutting con
ditions. A comparison of the measured and simulated cutting forces is 
presented in Fig. 18.

The variations in the cutting forces in the x-, y-, and z-directions (Fx, 
Fy, and Fz) were found to be in good agreement between the simulation 
and experimental measurements, as shown in Fig. 18. However, the 

measured forces appear to be slightly larger than the simulated values. 
To investigate this difference in detail, a waveform comparison was 
conducted, as shown in Fig. 19, in which the cutting-force waveforms at 
4.0 s and 8.0 s were compared. The results indicate that the instanta
neous waveforms of the simulation were closely aligned with those of 
the experiment. The measured forces differed slightly from the simu
lated results. To examine this deviation quantitatively, we evaluated the 
errors in two short time windows, as shown in Fig. 19. As summarized in 
Table 6, the mean errors were of the order of a few newtons (≤ 5.81 N 
for Fx, ≤ 7.58 N for Fy, and ≤ 3.58 N for Fz), while the maximum errors 
were below 23.85 N. This residual bias is likely attributed to factors not 
considered in the instantaneous rigid-force model, such as tool runout 
and dynamic changes in the uncut chip thickness due to vibration. The 
simulated waveforms still reproduced temporal variations of the 
measured forces with good fidelity.

Fig. 19. Comparison of cutting-force waveforms.

Table 6 
Error analysis of cutting-force prediction.

Duration Mean errors Maximum errors

Fx Fy Fz Fx Fy Fz

4.00–4.02 s 5.81 N 7.10 N 3.58 N 18.63 N 21.53 N 14.90 N
8.00–8.02 s 5.02 N 7.58 N 2.94 N 16.22 N 23.85 N 16.55 N
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4.3. Limitations

These results demonstrate that the proposed method enables an in
tegrated workflow encompassing tool-path generation, material 
removal simulation, unmachinable-region extraction, and cutting-force 
analysis within a unified computational framework. However, this 
study has some limitations. The geometric accuracy of the tool paths 
generated by the proposed method depends on the slice pitch. Therefore, 
sufficiently fine slicing is required to achieve high accuracy. In the 
current implementation, the scope is limited to tool-path generation for 
three-axis machining using a ball-end mill, specifically, contour-parallel 
and scanline paths. Consequently, extending the framework to other tool 
types (e.g., bullnose- and barrel-end mills) and simultaneous five-axis 
tool paths remain an important topic for future work. The constant 
slice pitch is also a limitation. To further improve computational effi
ciency, the slice pitch should ideally be adjusted adaptively according to 
the local geometric complexity of the 3D model.

Regarding process simulation, the present study is currently limited 
to cutting-force estimation. However, in our previous studies, we 
established a machining-accuracy simulation method that accounted for 
force-induced elastic deformation based on cutting forces predicted by 
the instantaneous rigid-force model [31,32]. Thus, in future work, we 
plan to integrate these methods into the proposed framework to consider 
the machining accuracy toward a more practical and comprehensive 
simulation capability.

5. Conclusion

In this study, we proposed a unified 2D polygon-based CAM frame
work that integrates execution of tool-path generation, material removal 
simulation, unmachinable-region extraction, and cutting-force 
prediction.

The primary findings of this study can be summarized as follows: 

1. A novel convolutional offset algorithm was proposed for three- 
dimensional geometries represented by the aggregations of 2D 
polygons. This method accurately performs inflation and shrinkage 
by incorporating the adjacent cross-sectional relationships, 
achieving consistent 3D offsets independent of the slicing direction.

2. The inflated 2D polygons obtained via the proposed offset method 
can be utilized directly as tool paths, enabling efficient path gener
ation. When the slice pitch was set to 0.050 mm, the maximum dif
ference from the commercial CAM result was 8.75 μm, and the 
computation time was only 3.57 s even on a middle-range CPU.

3. By performing sequential inflation and shrinkage operations using a 
particular tool radius, the unmachinable regions can be visualized, 
thereby supporting optimal tool selection and process planning.

4. The proposed geometric framework was successfully integrated with 
an instantaneous cutting force model, enabling cutting force pre
dictions consistent with experimental measurements.

The proposed system was implemented in C# (. NET 8.0) and vali
dated via machining experiments. The results confirmed that tool paths 
can be generated and simulated in less than one minute even without 
GPU acceleration, demonstrating both the accuracy and computational 
efficiency of the method. In future work, the present framework will be 
extended to incorporate machining error analysis previously developed 
by the authors, thereby achieving a fully integrated analysis from tool 
path generation to machining accuracy. Furthermore, the authors aim to 
establish an AI-driven optimization system that automatically adjusts 
tool paths and cutting conditions based on dynamic and mechanical 
simulation results.
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