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Abstract 

Earth-fill dams play a vital role in agricultural communities, particularly in regions 

with limited rainfall or without major river systems. These structures, predominantly 

found in Japan, serve multiple functions including ensuring irrigation water supply, 

preserving biodiversity, and providing flood protection. However, in recent years, 

global climate change has led to an increased frequency of extreme weather events, 

notably intense short-duration rainfall, which significantly elevates the risk of dam 

failure. Overtopping represents the most common failure mode, often exacerbated by 

inadequate spillway capacity due to aging infrastructure and insufficient maintenance. 

Such failures can result in catastrophic consequences for downstream areas, including 

substantial property damage and potential damage cost of life. Consequently, 

comprehensive risk assessment of aging earth-fill dams has become imperative. This 

assessment framework encompasses three critical components: exposure assessment, 

which quantifies the potential inundation area downstream; vulnerability assessment, 

which evaluates the resilience of structures and populations to flooding, both 

contributing to the overall damage cost estimation; and hazard assessment, which 

determines the probability of overtopping under various rainfall conditions. 

Traditional quantitative risk assessment methods, while thorough, are often time-

consuming, labor-intensive, and costly, limiting their effectiveness in providing 

timely information for decision-making. Therefore, developing efficient risk surrogate 

models represents a crucial step toward enhancing the management and safety of 

these essential hydraulic structures.  

This doctoral dissertation proposes an efficient approach to rapidly assess the 

overtopping probability and potential damage costs of earth-fill dams through the 
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development of surrogate models. Three distinct modeling approaches were 

employed: Response Surface Method (RSM), Gaussian Process Regression (GPR), 

and eXtreme Gradient Boosting (XGBoost). RSM provides a traditional statistical 

framework for approximating the complex relationship between input variables and 

output variable. GPR, known for its ability to capture uncertainty in predictions, 

offers probabilistic estimates of dam failure risks. XGBoost, a powerful machine 

learning algorithm, demonstrates superior predictive capabilities in modeling both the 

probability of overtopping and associated damage costs. The predictive performance 

of each model was quantified by comparing their results against detailed method 

(traditional quantitative risk assessment). XGBoost consistently outperformed other 

methods based on key performance metrics, including the coefficient of determination 

(R²) and root mean square error (RMSE). To enhance model interpretability and 

understand the relative importance of different variables, the SHapley Additive 

exPlanations (SHAP) algorithm was implemented, providing valuable insights into 

the key factors driving dam failure risks. This research contributes to the development 

of efficient and interpretable tools for earth-fill dam risk assessments, enabling rapid 

decision-making in disaster prevention and mitigation. 
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Chapter 1 Introduction 

1.1 Research Background 

Geologic hazards or geohazards are adverse geologic conditions capable of causing 

widespread destruction or loss of property and life (Smith, 2013). These hazards 

involve long-term or short-term geologic processes that originate from internal earth 

processes, such as earthquakes, volcanic activity and emissions, mass movements, 

landslides, rockslides, surface collapses, and debris or mud flows (UNDRR, 2024; 

NGI, 2024). Figure 1-1 illustrates the formation of some common geologic hazards. 

Among various triggering factors of geohazards, climate change has emerged as a 

significant contributor in recent decades. According to IPCC (2023), the average 

global surface temperature has increased by 1.1°C in the last decade and will reach 

extremes in 2023. This warming has intensified the global hydrological cycle, leading 

to increased frequency and severity of extreme weather events, including heat waves, 

 
Figure 1-1. Definition of geohazards. 

Source: NGI, 2024. https://www.ngi.no/en/research-and-consulting/offshore-
container/offshore-geohazards/ 
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(a) Direct disaster economic loss in 2022 
Source: UN Office for Disaster Risk Reduction 

 

(b) Economic damages from disaster in Japan 
Source: EM-DAT, CRED / UCLouvain (2024): Multiple sources compiled by 
World Bank (2024) 

Figure 1-2. Global and Japanese economic losses due to geologic disasters. 
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cold waves, heavy rainfall, and droughts. Particularly concerning is the rise in flood 

events, which now account for 44% of all disasters globally (United Nations, 2020).  

Japan, situated along the Pacific Ring of Fire, is particularly vulnerable to geohazards 

due to its frequent tectonic activities. Earthquakes represent the most frequent natural 

disaster in the country, with the 2011 Great East Japan Earthquake being the most 

powerful in Japan's recorded history, accompanied by devastating aftershocks and 

tsunamis that resulted in numerous casualties and extensive property damage (Fire 

and Disaster Management Agency, 2021). Additionally, extreme weather events have 

also caused significant disasters, as evidenced by the 2018 Western Japan Heavy Rain 

event, which led to river flooding, inundation, and sediment-related disasters, 

including the failure of earth-fill dams resulting in casualties (Cabinet Office, 2018). 

Figure 1-2 lists the global economic losses due to geohazards in 2022, as collated by 

UNDRR and EM-DAT, as well as the Japanese GDP losses. These events underscore 

the critical importance of regional geohazard risk assessment, particularly for water 

management infrastructure such as aging earth-fill dams. 

1.2 Overview of Earth-fill Dam Risk Assessment 

Earth-fill dam is typically man-made infrastructures, and the oldest dam made by 

compacting soil. It is constructed as a simple embankment of well-compacted earth as 

the most-built dam, accounting for about 70% of the world’s dams. They can be cost-

effective in regions where the cost of producing or bringing in concrete would be 

prohibitive due to could be constructed from local materials. The purpose of earth-fill 

dams is regulating water in reservoirs to irrigate rural areas, generate electricity, 

supply water for domestic and industrial use, regulate river levels and flooding 
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downstream of the dam, etc. (ICOLD, 2024). 

 

There are approximately 150,000 earth-fill dams across Japan, with the majority 

concentrated in Western Japan. The Setouchi region, which experiences low annual 

precipitation, has historically relied on these reservoirs, accounting for about 60% of 

the nation's total (Fig. 1-3). Most of these structures were built before 1850 and have 

long served not only as vital water sources for agriculture but also as important 

facilities for disaster prevention (MAFF, 2021). However, their age and deteriorating 

conditions greatly increase their vulnerability to damage during flooding or 

earthquakes. This risk was starkly demonstrated during the Heavy Rain Event of July 

2018, which resulted in numerous dam failures. In response, emergency inspections of 

reservoirs nationwide were conducted in cooperation with prefectural governments to 

implement necessary measures (MAFF, 2021). Given these circumstances, 

conducting comprehensive risk assessments for these aging earth-fill dams has 

become an urgent priority. 

 

Figure 1-3. Distribution of earth-fill dams in Japan. 
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Dam failure causes include internal erosion, overtopping, structural failure, and 

overtopping failure is the most frequent under rainfall condition (Fig. 1-4). The 

factors that cause dam breaches after heavy rains include shear failure, overtopping 

failure, and piping failure. Previous studies have attempted to analyse earth-fill dam 

safety by combining both overtopping and piping failure modes. However, results 

indicated that the contribution of piping to overall failure risk was minimal and could 

be considered negligible compared to overtopping effects (Nishimura, 2024). The 

contribution of shear failure to dam breaches is significantly smaller than that of 

overtopping failures (Shibata et al., 2021). Since overtopping is the major cause of 

dam breaches (Fujii et al., 1991; ICLOD, 2013), this factor alone is considered in the 

present paper for simplicity. 

1.3 Literature Review 

A flood risk assessment is the process of identifying hazards, evaluating the existing 

vulnerability, and analysing their combined impact. This process determines the 

nature and extent of risks to exposed elements. Hazards refer to potentially damaging 

events or phenomena, while vulnerability describes the capacity of individuals or 

 
Figure 1-4. Number of embankment dam failures categorized by failure mode and 

incident context. 
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groups to anticipate, cope with, resist, and recover from such events (Schneiderbauer, 

2004; Kron, 2005; Merz et al., 2014). Mapping the result of a susceptibility analysis 

provides initial information on the spatial hazard distribution (Kourgialas & Karatzas, 

2011; Chapi et al., 2017) and involves investigating the relationship between 

environmental factors (topography, geomorphology, soil type, etc.) and triggering 

factors (rainfall, earthquakes, volcanic eruptions, etc.) in relation to the occurrence of 

geohazards (Pradhan et al., 2023; Huang et al., 2023). Based on the results, either a 

qualitative or quantitative flood risk analysis is then undertaken.  

Within the broader background of flood risk assessments, dam failure due to flooding 

has gained significant attention, integrating dam safety assessments (Xu et al., 2023; 

Lu et al., 2024), economic damage cost estimations, and comprehensive risk 

assessments. Mathematical models, like DAMSBREACH, have enhanced the 

simulation of the dam failure process, particularly for cascade reservoirs (Zhou, 

2020). Dam overtopping probability assessments have evolved from conditional 

reliability methods, combining the rainfall threshold theory and Monte Carlo 

simulations (Sharafati, 2018), the bivariate flood frequency analysis, using copula 

functions (Liu et al., 2018), and probability-based methodologies, accounting for wind 

speed and peak flood uncertainties (Hsu, 2010). Dam damage cost assessments have 

evolved from traditional statistical methods to comprehensive approaches. These 

include risk assessment systems that incorporate gate failure and flood randomness 

(Zhang and Tan, 2014), and methods that consider both hydrodynamic and social 

factors for loss of life calculations (Ge et al., 2021). Recent research emphasizes the 

importance of time-dependent changes in dam conditions and environments, 

recognizing the dynamic nature of dam failure risks (Larruari and Lall, 2020). Despite 

these advancements, current research often lacks a comprehensive, regional-scale 
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approach that can consider multiple independent dams within a given area, combine 

hydrological modelling with damage cost estimations, and provide quantitative risk 

assessments.  

In recent years, with the ever-increasing power of computers, machine learning (ML) 

techniques have been applied in natural hazard fields by researchers (Karpatne et al., 

2018; Xiao et al., 2022), e.g., susceptibility modelling (Tehrany et al., 2015; Khosravi 

et al., 2019; Merghadi et al., 2021), anomaly detection (Salazar et al., 2017; Rong et 

al., 2024), flood modelling (He et al., 2023; Pianforni et al., 2024), and risk 

assessments (Wang and Zhang, 2017; Darabi et al., 2019; Tang et al. 2022). 

Particularly, Gaussian Process Regression (GPR) and Ensemble learning methods, 

like eXtreme Gradient Boost (XGBoost) (Chen, 2016), have emerged as powerful and 

versatile machine learning techniques (Sun et al., 2014; Bonakdari et al., 2019). GPR 

outperforms in terms of quantifying uncertainties and providing probabilistic outputs, 

making it valuable for hydrological and dam safety studies, including flood frequency 

estimation and dam displacement forecasting (Alexander et al., 2016; Lin et al., 

2019). XGBoost, on the other hand, demonstrates superior performance in terms of 

handling complex environmental data and offering high predictive accuracy and 

interpretability in flash flood risk assessment, urban flooding susceptibility analysises, 

and landslide susceptibility mapping (Costache et al., 2022; Ma et al., 2021). 

Furthermore, the development of explainable machine learning techniques, such as 

the SHAP (SHapley Additive exPlanations) algorithm, has enabled the interpretation 

of black-box models, like XGBoost, providing insights into their internal operations 

and enhancing their applicability in specific research fields (Wang et al., 2023). 

1.4 Research Objectives 
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The traditional risk quantification methods (i.e., detailed method) for assessing 

overtopping risk of earth-fill dams is time-consuming and labor-intensive. Given the 

large number of aging earth-fill dams requiring urgent renovation in the study area, it 

is impractical to quantify risk for each earth-fill dam using detailed method. 

Therefore, this dissertation aims to develop surrogate models based on influencing 

factors in the risk quantification, enabling efficient and robust overtopping risk 

assessment for earth-fill dams. 

1.Development of Comprehensive Risk Assessment Framework. This study presents a 

detailed risk assessment framework for earth-fill dam overtopping, applied to 70 

aging dams in Okayama and Hiroshima Prefectures. The framework integrates 

numerical simulation using the Finite Volume Method to model inundation areas and 

water depths, considering dam capacity and surrounding topography. The assessment 

incorporates land use patterns, population distribution, agricultural areas, and building 

vulnerability characteristics to quantify potential losses. Probability estimation is 

achieved through Gumbel statistical modeling of rainfall data from local 

meteorological stations, simulating dam discharge variations. This comprehensive 

approach provides precise risk assessments that can inform governmental flood 

management decisions. 

2. Implementation of Efficient Surrogate Models. Given the impracticality of applying 

traditional risk quantification methods to over 4,000 aging dams in Okayama 

Prefecture alone, this study develops efficient surrogate models. Key influencing 

factors for loss amount and failure probability are identified through sensitivity 

analysis. Three modelling approaches are implemented: Response Surface 

Methodology, Gaussian Process Regression, and XGBoost. Model performance is 
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evaluated using the coefficient of determination (R²) and Root Mean Square Error 

(RMSE), demonstrating the feasibility of rapid and robust risk assessment. 

3. Analysis of Risk-Influencing Factors. The study quantifies the contribution of 

various factors using SHAP values in the surrogate models. Results indicate that 

water storage is the dominant factor positively influencing loss amounts, while design 

discharge shows significant negative correlation with failure probability. These 

findings align with physical mechanisms, where water storage determines inundation 

extent and design discharge serves as a failure threshold, providing valuable insights 

for practical applications. 

1.5 Outline of the thesis 

This dissertation consists of five chapters.  

Chapter 1 establishes the research background by examining the increasing frequency 

of floods due to global climate change, which creates favourable conditions for earth-

fill dam overtopping. It then reviews the current status, geographical distribution, 

significance, primary failure modes, and challenges of earth-fill dams, followed by an 

analysis of various geological hazards, their triggering mechanisms, and consequent 

impacts. The chapter concludes with a comprehensive comparison of different 

surrogate models and their applications in risk assessment.  

Chapter 2 focuses on the study areas in Okayama and Hiroshima, Japan, providing 

detailed information about their geographical locations, environmental factors, 

geological conditions, and the distribution of earth-fill dams, along with a summary of 

rainfall monitoring stations for the selected study objects.  
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Chapter 3 presents the methodology, beginning with traditional risk quantification 

methods that combine numerical simulation of affected areas and specific damage 

cost calculations with statistical models for probability estimation based on rainfall 

data. This is followed by the development of surrogate models using response surface 

methodology and machine learning algorithms, incorporating selected influencing 

factors to predict damage costs and occurrence probabilities.  

Chapter 4 presents the research result. First discussing the risk assessment results 

from traditional detailed method and the subsequent ranking of earth-fill dams, then 

analysing the damage cost and occurrence probabilities derived from both response 

surface method and machine learning algorithms, such as Gaussian Process 

Regression and XGBoost.  

Chapter 5 provides a comprehensive discussion and conclusion, evaluating the risk 

quantification results and influencing factors, acknowledging research limitations, and 

suggesting directions for future research. 
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Chapter 2 Study Area 

This study focuses on Okayama and Hiroshima Prefectures, located in the Chugoku 

region at the western end of Honshu, Japan. The western region of Japan contains a 

high concentration of earth-fill dams, with Hiroshima Prefecture ranking second and 

Okayama Prefecture ranking fourth nationwide in terms of dam numbers. The 

significance of studying these areas was highlighted by the Western Japan Heavy 

Rain event in 2018, during which 48 earth-fill dams in Hiroshima Prefecture failed, 

leading to landslide disasters that resulted in 109 fatalities. Similarly, in Okayama 

Prefecture, the failure of 4 earth-fill dams contributed to 61 fatalities, with the annual 

rainfall for that year reaching 216% of the average annual rainfall (Japan Society of 

Civil Engineers, 2018; Sanyo Shimbun, 2024; Cabinet Office, 2018). These tragic events 

underscore the critical need for comprehensive risk assessment in these regions. 

Consequently, this study selected 70 sites from among the aging earth-fill dams 

requiring urgent renovation to analyze their overtopping failure risks. In this study, we 

selected rainfall monitoring stations in close proximity to the study sites and collected 

precipitation data accordingly.  

2.1 Okayama prefecture, Japan 

Okayama Prefecture is located in the southeastern part of the Chugoku region, 

covering an area of approximately 7,100 km² (ranked 15th nationally). It serves as a 

crossroads connecting the San'in, San'yo, and Shikoku regions. The prefecture borders 

Hyogo Prefecture to the east, Hiroshima Prefecture to the west, and Tottori Prefecture 

to the north along the Chugoku Mountain range (elevation 1,000-1,200m). Three 

major rivers - the Yoshii, Asahi, and Takahashi Rivers - originate from the Chugoku 

Mountains and flow into the Seto Inland Sea. Geologically, the area is characterized 
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by widespread distribution of andesite, granite, and slate, with rhyolite predominantly 

found in the northwestern and eastern coastal areas. The soil composition varies from 

brown forest soil in the north to dry brown forest soil in the central region, while the 

southern coastal areas feature immature soil that has undergone deep weathering. The 

climate shows significant variation between the northern and southern regions: the 

average annual temperature ranges from 10-14°C in the north to 14-15°C in the south, 

while annual precipitation varies from 1,500-1,900mm in the north to 1,000-1,400mm 

in the south. Snowfall is notable only in the northern region, which experiences a 

Japan Sea climate pattern with approximately 1m of snow annually, while the 

southern region receives minimal snowfall (FMC, 2024; Okayama Prefecture, 2024; 

Okayama-geo, 2024). The distribution of earth-fill dams and geologic map of 

Okayama prefecture are shown in Figure 2-1.

 

2.2 Hiroshima prefecture, Japan 

Hiroshima Prefecture is located in the central part of the Chugoku region, covering 

approximately 8,500 km² (2.2% of Japan's total area). Forest areas account for about 

72% of the prefecture's total area, predominantly consisting of private forests. The 

 
Figure 2-1. Distribution of earth-fill dams and geologic map of Okayama prefecture. 

Source: Okayama-geo (2024); MAFF (2024) 
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topography descends from the Chugoku Mountains in the north, where Mount 

Osorakan stands as the highest peak along the prefectural border, to the Seto Inland 

Sea in the south, with the northern border ridge area reaching elevations of around 

1,000m. The prefecture contains five major river systems: the Takahashi, Ashida, Go, 

Ota, and Oze Rivers, with a total length of about 2,400 km. Geologically, the area is 

dominated by acidic rocks, primarily granite and granite porphyry. Granite is the most 

widely distributed rock type, covering about 40% of the prefecture's area, while 

igneous rocks including granitic and rhyolitic rocks account for approximately 70% of 

the total area. The climate varies significantly between coastal and mountainous 

regions: the coastal areas experience an average annual temperature of 15-16°C with 

annual precipitation of 1,000-1,100mm, while the mountainous regions have an 

average annual temperature of 10-11°C with annual precipitation of 2,000-2,400mm. 

The northern mountainous areas experience cold winters with snowfall accumulation 

of 1-1.5m (FMC, 2024; Hiroshima Prefecture, 2024). The distribution of earth-fill dams 

and geologic map of Hiroshima prefecture are shown in Figure 2-2. 

 

2.3 Rainfall observation 

 

Figure 2-2. Distribution of earth-fill dams and geologic map of Hiroshima prefecture. 
Source: FMC (2024); Hiroshima Prefecture (2024) 
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The Automated Meteorological Data Acquisition System (AMeDAS) in Japan is a 

regional meteorological observation network that automatically monitors 

precipitation, wind direction/speed, temperature, and humidity to provide detailed 

temporal and spatial weather data for disaster prevention and mitigation. The system 

comprises approximately 1,300 precipitation monitoring stations nationwide (spaced 

approximately 17 km apart). Of these, about 840 stations (spaced approximately 21 

km apart) measure additional parameters including wind direction/speed, temperature, 

and humidity. In snow-prone regions, approximately 330 stations also monitor snow 

depth (JMA, 2024a). 

In this study, we selected 17 rainfall monitoring stations proximate to the 70 chosen 

earth-fill dams, located in: Okayama, Hiroshima, Kure, Yakage, Kasaoka, Waki, 

Tamano, Higashi Hiroshima, Kurashiki, Takehara, Mushiage, Miiri, Kibichuo, 

Tsushimi, Fukuwatari, Akaiwa, and Shiwa (Figure 2-3). Historical rainfall data from 

these stations was collected to construct Gumbel distribution for analysis. 
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Chapter3 Risk Quantification Methods: Detailed 

Assessment and Surrogate Model Development 

This research employs a two-stage approach to risk assessment. Initially, a traditional 

risk quantification method (referred to as the detailed method) is applied, which 

involves simulating inundation areas, collecting downstream land use information to 

estimate potential damage cost, and calculating overtopping failure probability 

through dam discharge simulation under varying rainfall conditions. Subsequently, 

highly sensitive factors are identified and selected as variables for constructing 

surrogate models. Three different modeling approaches are implemented as surrogate 

models: response surface methodology (RSM), Gaussian Process Regression (GPR), 

and eXtreme Gradient Boost (XGBoost), to develop efficient risk assessment tools. 

3.1 Risk quantification for earth-fill dams by detailed method 

In the evaluation of a single event with potential consequences, the risk is defined as 

the product of the probability of an event occurring and the consequences of its 

occurrence (Faber, 2003), as shown in Equation (1). The analysis of the probability of 

an event occurring is generally referred to as a hazard analysis (Aven, T., 2016), while 

the analysis of the consequences of its occurrence is referred to as an overall analysis 

of exposure and vulnerability, which describes the extent of damage to people, 

property, the environment, or other assets exposed to the threat of geohazards. In this 

section, the risk is defined by the two above indices. 

 (1) !"# $ %×
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where R refers to the risk to an earth-fill dam during flooding, C refers to the damage 

cost, and Pf refers to the probability of the failure of an earth-fill dam due to 

overtopping. 

To quantify the risks to an earth-fill dam, a detailed method should be used to 

calculate the damage costs. The following three steps are performed to complete this 

task. 

1. Simulation of downstream inundation areas caused by dam overtopping during 

floods using the Finite Volume Method 

2. Collection of downstream area information including land use types, population 

distribution, and building infrastructure data 

3. Quantification of monetary losses by combining inundation areas and land use 

information according to the criteria established by the Economic Survey of Water 

Management 

3.1.1 Damage cost 

In this paper, the calculation of the damage cost for an earth-fill dam is divided into 

an exposure analysis and a vulnerability analysis.  

The exposure analysis is used to determine the flooding area in the event of 

overtopping from an earth-fill dam. The two-dimensional shallow water equation is 

used as the fundamental equation in the flood analysis. To conduct the flood 

simulation, the assumption of the Riemann problem (Toro 1999), which can deal with 

the discontinuity of flow, is employed here. The equations are solved by the Finite 

Volume Method (FVM) (Yoon and Kang 2004), employing two-dimensional 
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rectangular cells. Details of the numerical analysis are provided in Nishimura, et al. 

(2021). The elevation data for the earth-fill dams and their downstream areas were 

obtained from the Geospatial Information Authority of Japan by specifying the target 

three-dimensional cell (1 km x 1 km), basically at 5-meter intervals. However, the 

flood analysis uses a 25-m unit for each cell, so the obtained elevation data must be 

arbitrarily thinned out. The water depth per 25-meter cell is obtained from the results 

of the flood analysis. The information used when calculating the costs of damage is 

the maximum inundation depth within 9500 seconds after the earth-fill dam breaches. 

The flood analysis can reproduce the inundation of the earth-fill dam water. Fig. 3-1 

(a) shows the boundary of outflow in this study, while Figs. 3.1 (b) and (c) show 

examples of the maximum submergence depth obtained from the flood simulation at 

two representative sites. 
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(a) Outflow boundary and cell size. 

 

(b) Flood analysis for example. 

 

(c) Flood analysis for example 

Figure 3-1. Examples of flood analysis. 
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3.1.2 Land use 

The vulnerability analysis is used to quantify the cost of economic losses within the 

flooding depth. In terms of land use, a method is proposed to calculate the damage 

costs of the inundation according to the national regulations (Rural Development 

Bureau of MAFF 2020) by the asset data. Examples of land use are depicted in Fig. 3-

2. 

The evaluation of the damage costs proposed by Shibata, et al. (2021) is employed 

here.  Details method, in which damage is divided into direct damage and indirect 

damage, are given in Shibata, et al (2021). Direct damage includes damage to assets, 

such as residences, office buildings, and crops. Indirect damage is the loss due to 

business suspension and the costs of first-aid measures at home and at business 

          

          

          

          

          

          

          

          

          

          

 

Figure 3-2. Examples of land use. 
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establishments. The inundation depth is obtained from the numerical results of the 

flood analysis. 

The damage to buildings is divided into two categories, namely, residential building 

damage and office building damage. 

Residential building damage= house damage + household furniture damage. (2) 

The damage to houses is calculated by multiplying the house assets, floor area, and 

damage rate as a function of the water depth estimated by the flood analysis. 

House damage 

= house assets per area × total floor area × number of households per cell 

× number of inundated cells × damage rate by inundation depth  (3) 

House furniture damage is defined as the product of the household furniture assets 

and the damage rate to the inundation depth. 

House furniture damage 

= value of house furniture per household × number of households per cell 

× number of inundated cells × damage rate by inundation depth (4) 

Office building damage consists of the following terms: 

Office building damage  

= redemption and inventory assets + damage of business suspension and stagnation + 

cost of emergency measures  (5) 



29 
 

The redemption assets and inventory assets are calculated by multiplying the number 

of employees by the unit price per employee. 

Redemption asset damage  

= depreciable assets per employee × number of employees per cell 

× number of inundated cells × damage rate by inundation depth (6) 

Inventory assets damage 

= inventory assets per employee × number of employees per cell 

× number of inundated cells × damage rate by inundation depth  (7) 

The damage due to business suspension and stagnation, Dss, is expressed as 

  (8) 

where M is the number of employees, which equals the product of the number of 

inundated cells and the number of employees per cell, n0 is the number of days of 

business suspension, n1 is the number of days of stagnation, and p is the additional 

value divided by the number of persons and days. The days of business suspension 

and stagnation are shown in Table 3-1. 

The cost of emergency measures is determined by Eq. (9). 

!
" #!!
"# $ " % = × + × 

 

Table 3-1. Days of business suspension and stagnation. 

Inundation 
depth Under the floor 

Above the floor 

Under 50 cm 50-99 100-199 200-299 300cm and above 

Unit costs/1,000JPY 
(Households) 82.5 147.6 206.5 275.9 326.1 343.4 

Unit costs/1,000JPY 
(Offices) 470 925 1,714 3,726 6,556 6,619 
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Cost of emergency measures 

= alternative activity expenditure burden in office sector by inundation depth 

× number of offices per cell × number of inundated cells (9) 

Table 3-2 shows the unit costs of alternative activity expenditure burden for 

households and offices. 

Paddy field damage and soy damage are calculated as agricultural damage. The 

inundation area is the product of the number of inundated cells and the cell area. 

Paddy field damage 

= normal yield per area × unit price of rice 

× percentage of crop acreage of paddy field 

× inundation area × damage rate by inundation depth  (10) 

Table 3-2. Unit costs of alternative activity expenditure burden for households and offices. 

Inundation 
depth Under the floor 

Above the floor 

Under 50 cm 50-99 100-199 200-299 300cm and above 

Unit costs/1,000JPY 
(Households) 82.5 147.6 206.5 275.9 326.1 343.4 

Unit costs/1,000JPY 
(Offices) 470 925 1,714 3,726 6,556 6,619 
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 Fig. 3-3 shows examples of the industrial damage costs and agricultural damage 

costs per 1m2 for the example of flooded areas. 

3.1.3 Overtopping probability 

In this study, the overtopping probability is defined as the probability that the outflow 

from an earth-fill dam will exceed the design flow discharge within a certain period, 

 

(a) Depth of water (m)  

 

(b) Industrial damage costs (1,000JPY) 

 

(c) Agricultural damage costs (1,000JPY) 

Figure 3-3. Examples of damage costs. 
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72 hours of continuous rainfall in this paper. The rainfall data are firstly collected, the 

return periods are obtained from different rainfall observatories based on the Gumbel 

distribution, and then the 72-hour change in outflow is calculated based on the storage 

function method. The annual probability of failure, namely, the probability of failure 

within the arbitrary one year, is discussed in the manuscript. 

Geohazards are rare events, and thus, follow a binomial distribution (Corominas et 

al., 2014). The average probability of geohazard P occurring per return period T is 

shown in the following equation: 

     (11) 

 Eqs. (12) and (13) are used to calculate the peak flood discharge. 

    (12) 

    (13) 

Qp: peak flood flow rate (m3/s) 

A: catchment area (km2) 

re: average effective rainfall intensity within the flood arrival time (mm/hr) 

r: rainfall intensity in the catchment area (mm/hr) 

fp: peak outflow coefficient (In this study, fp is set to 1.) 

In this study, the Gumbel distribution predicts the hourly probability of rainfall for 

each year and obtains the peak flood flow from the hourly probability of rainfall. 

!" #$%$!&'$%$! %
(

! "

!
"#$! "# A %= ⋅

! "# $ #= ⋅
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This study focuses on the continuous rainfall that fell over the 72-hour period from 

July 5th to 7th of 2018 as the subject of investigation. In addition, the annual 

maximum 72-hour rainfall totals for the 45-year period from 1975-2020 were 

collected for this study as the basis for the calculation of the return period. Rainfall 

data were obtained from 14 stations (JMA, 2024b) in close proximity to the selected 

70 earth-fill dams.  

Firstly, the probabilistic model for the annual maximum rainfall of 72 hours of 

continuous rain is based on the rainfall data records obtained from the observation 

stations near the earth-fill dam sites in Okayama and Hiroshima. According to the 

previous cases of breaches, overtopping occurs within 72 hours of heavy rains. Then, 

using the probability of the occurrence of the heavy rainfall acquired hereafter and the 

actual rainfall waveform obtained from the heavy rainfall in western Japan in 2018, 

the probability of overtopping failure in any given year can be calculated.  

The Gumbel distribution is an extreme value distribution used in modelling the 

maximum value by an ordinal statistic. It is widely used in predicting the likelihood of 

extreme events that could lead to disasters (D. Koutsoyiannis, 2004). The probability 

density function is shown by the following equation: 

   (14) 

where x is the precipitation (mm/h), a is the location parameter that determines the 

position of the distribution, and x0 refers to the scale parameters, which determine the 

scale or width of the distribution. The two parameters can be calculated as follows: 

!

" # $%&" #
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   (15) 

Sx and Sy are the standard variation for x and y. Fig. 3-4 shows the probability of 

precipitation curve for the rainfall observation site called Tamano.  

It is assumed that the design flood discharge capacity of an earth-fill dam is given by  

(m3/s), and that overtopping failure probability is defined by the following equation: 

   (16) 

In this study, it is assumed that the earth-fill dams are at the full water level. If the 

peak flood flow of an earth-fill dam exceeds the designed flood discharge, 

overtopping will occur, leading to a breach.  

From the prepared probability precipitation curves, the annual maximum 72-hr 

probability of precipitation is extracted, corresponding to the probability of rainfall 
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Figure 3-4. Example of 72-hr probability of precipitation curve in Tamano. 

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0 100 200 300 400

Pr
ec

ip
ita

tio
n 

pr
ob

ab
ili

ty

72h of total rainfall (mm/h)

Weibull plot

Gumbel distribution



35 
 

depicted in Fig. 3-4. The hyetograph for an arbitrary probability, dependent on the 

probabilistic 72-hr total rainfall derived from Fig. 3-4, can be calculated using Eq. 

(17). An example of a hyetograph, namely, the time series of the rainfall intensity for 

the 72-hour probability of precipitation, is presented in Fig. 3-5. 

  (17) 

where t is the elapsed time,  is the probabilistic hyetograph,  is the 

observed hyetograph,  is the probabilistic 72-hour precipitation derived from 

the precipitation probability curve, and   is the maximum recorded 72-hour 

precipitation (mm). The variables,   and  , are assumed to be related 

linearly in Eq. (17). Since the amount of accumulated rainfall is more important for 
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Figure 3-5. Time series of precipitation corresponding to return periods. 
(Original precipitation was observed at Tamano.) 
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the dam breaching than the shape of the hyetograph, the simple assumption is adopted 

for the hyetograph here. 

For the breaching of earth-fill dams, the total rainfalls of the sequential periods of 

precipitation up to 72 hours are sensitive; thus, several hyetographs, which are 

adjusted so that total rainfalls of 72 hours coincide with those of the probabilistic 72-

hour rainfalls, namely, the return periods, are depicted in Fig. 3-5.  

To increase the accuracy of the probability of overtopping failure, firstly, the storage 

function method should be considered.  The mean of the term "storage" in this 

approach is the rainfall once stored in the ground of the catchment area. 

To express the non-linear characteristics of the runoff phenomenon, the storage 

function method introduces a conversion process from rainfall to runoff, assumes a 

unique functional relationship between the amount of storage and the amount of 

runoff, and finds the runoff from rainfall using the amount of storage as a parameter. 

The storage function model is expressed by the following equations (MAFF 2019): 

   (18) 

 (19) 

Ql: direct outflow considering the delay time (mm/h) 

Sl: storage considering the delay time (mm) 

re: effective rainfall intensity (mm/h)   

Parameter fp = 1 is assumed in Eq. (13) when the storage function method is used. 
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 (20) 

β=5, P=0.6 

Kimura, the proponent of the storage function model (1967), proposed the following 

equation for mountain basins. Since the stream lengths of the earth-fill dams used in 

this study are less than 11.9 km, the delay time is set to 0.  

  (L>11.9 km)  (21) 

Tl = 0 (L≦11.9 km) 

L: stream length (km) 

The peak value of Ql is substituted into Eq. (14) as re = Ql when the storage function 

method is used. 

!"#$! "β= ⋅

!"!#$ !"%&!" #= −
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An example of the 72-hour storage function model in this study is shown in Fig. 3-6. 

The outflow amount in the figure refers to the rainfall that actually flows into the 

earth-fill dam.  

 If detailed information on the spillway of a dam can be obtained, it is thought that 

the storage effect will provide an accurate prediction of the probability of overtopping 

failure. The storage effect is the additional storage relative to the full water level of 

the earth-fill dam, that is, the amount of water allowed from the full water level of the 

earth-fill dam to the critical full water level of the spillway. It can affect the peak 

overtopping discharge during a continuous rainfall event and the probability of 

exceeding the runoff height of the earth-fill dam (MAFF 2015). The overtopping 

probability, considering the storage effect, is defined as Eq. (22). 

 (22) !"#$% &! " #$ % %= <

 

Figure 3-6. Overflow depth of storage function method corresponding to return 
period of 400 years.  

(Site: 1, Observatory: Tamano) 

0

5

10

15

20

25

0

5

10

15

20

25

30

35

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71

O
ut

flo
w

 a
m

ou
nt

(m
m

/h
)

R
ai

nf
al

l/S
to

ra
ge

 a
m

ou
nt

(m
m

/h
)

Time(h)

Rainfall amount

Storage amount

Outflow amount



39 
 

hd: designated overtopping head on the spillway (m) 

hp: peak overtopping head on the spillway (m) 

To calculate the marginal overtopping depth, the inflow and outflow must firstly be 

determined. 

   (23) 

Eqs. (14) and (16) are used for the dams, from which the correct information for the 

spillway designs cannot be obtained, while Eqs. (22) and (23) are used for the dams, 

from which the spillway information is well known. Eqs. (14) and (16) are based on 

the safety-side assumption, while Eqs. (22) and (23) can estimate the more correct 

probability. 

The discharge equation for a rectangular weir, as used in this study, is 

  (24) 

where Qout is the discharge (m3/s), C is the discharge coefficient, Bs is the width of the 

spillway (m), and h is the static or piezometric head on the spillway bottom (m).  

The values for Bs and C for each earth-fill dam are derived from Rural Areas Disaster 

Prevention and Mitigation Project (Earth-fill Dams Maintenance) District Overview 

Document provided by Agriculture, Forestry and Fisheries Department of Okayama 

Prefecture. The storage of water in the water reservoir, Vr (m3), is estimated as 

follows: 

 (25)  
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Aw: area of an earth-fill dam (m2) 

There is a constant equivalent relationship among inflow, outflow, and storage. 

  (26) 

Overtopping depth h is adjusted by an iterative calculation until the above Eqs. (22) – 

(26) are consistent; then the calculation is repeated for the duration of the rainfall, and 

the peak overtopping depth, hp= maximum overtopping head during the rainfall, is 

determined.   

Fig. 3-6 shows an example of the 72-hour sequence water depth for the return period 

of 400 years. The return period is calculated as the inverse of the probability that the 

peak overtopping depth, hp, will exceed the design overtopping depth, hd. In the case 

of Fig. 3-6, the peak overtopping depth is hp= 0.4 m. 

In order to calculate the probability of overtopping, the storage function method is 

applied for the sites in both of Hiroshima and Okayama, and the storage effect is 

applied for the sites only in Okayama since precise information is available for the 

Okayama sites. 

3.2 Parameters for surrogate models 

3.2.1 Parameters selection for damage cost and overtopping probability 

In this study, so as to construct surrogate models for the damage cost and probability 

of overtopping, four influential variables were chosen for each model, as shown in 

Table 3-3. 

!
"# $%&
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The damage cost calculation was divided into an exposure analysis and a vulnerable 

analysis. The variables that influence those processes were chosen. They include V: 

effective water storage of the earth-fill dam, S: median slope of the main route of the 

flood water judged from the geometry, H: number of households per 1 km2 of 

available area in the analytical area, and E: number of employees per 1 km2 of 

available area in the analytical area (Mizuma, 2016). We conducted sensitivity 

analysis based on orthogonal arrays to select four highly influential factors from eight 

initial factors, followed by Principal Component Analysis (PCA) to examine the 

relationships between these factors. The specific steps are as follows. 

3.2.2 Sensitivity analysis for variables of damage cost 

Table 3-3 Variables chosen in this study. 

Surrogate model Variable name Unit 

Damage cost 

Water storage m3 
Median slope / 

Number of 
households in flooding 

area 

Household/km2 

Number of 
employees in flooding 

area 

Employee/km2 

Probability 

Catchment area km2 
Water storage m3 

Peak rainfall intensity mm/h 

Design flood 
discharge 

m3/s 
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In this study, a sensitivity analysis, based on an orthogonal array as screening, is 

conducted to determine the factors with the highest sensitivity, based on the concept 

of experimental design. 

The damage costs are calculated by (i) calculating the maximum inundation 

depth by a flood analysis and (ii) using asset data, such as the number of households, 

employees, and area of agricultural land for the flood analysis (Mizuma 2016). The 

factors influencing these processes, like for categories (i) and (ii), are selected. 

(i) : 

a: effective water storage of the earth-fill dams 

b: ratio of the downstream area of the earth-fill dam sites to the total area of 

the flood analysis. The downstream area is defined as the area below an earth-fill 

dam’s altitude, while the total area is defined as the rectangular analytical area just 

including the floodable area. 

c: median gradient of the main route of the flood water judged from the 

geometry 

(ii):  

d: ratio of the area whose type of land use does not correspond to "forest" or 

"lake", namely, usable area, to the total area of the flood analysis 

e: number of households in the available area per 1 km2 in the analytical area 

f: number of employees in the available area per 1 km2 in the analytical area 

g: agricultural area in the available area per 1 km2 in the analytical area 

h:	average price of crops in the available area per 1 km2 in the analytical area 

In Equation (10), xR = (a, b, c, d, e, f, g, h) is introduced for the regression 

analysis. 
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 For the sensitivity analysis, three model areas, Site A, Site B, and Site C, are 

selected to consider the variability of the geometry. The results of the flood analysis 

are depicted in Fig. 3-3. The effective water storage capacity of the reservoir is the 

largest at Site A, followed by Site B and Site C. Based on the actual information on 

the three sites, the maximum, median, and minimum values of factors a, b, c, d, e, f, g, 

and h are determined. Then, the maximum, median, and minimum values are assigned 

to factors a, b, c, d, e, f, g, and h. In other words, virtual earth-fill dam sites are 

created by preparing several sets of factors. For the setting of the analytical cases, the 

damage costs can be obtained. Details of the analysis are presented in Mizuma (2016).  

The factors are prepared as an orthogonal array, consisting of columns that are 

orthogonal to each other. The L16 orthogonal array created for the present analysis, 

based on the experimental design concept, is depicted in Table 3-4. The table presents 

the 17 analytical patterns, No. 1-No. 17, and shows the damage costs, which are 

derived from the detailed method. In the table, “1" is the maximum value, "-1" is the 

minimum value, and "0" is the median value. The values of "1", "0", and "-1" 

represent the standardized values for the factors in the sensitivity analysis. The 

analytical patterns for L16 consist of a variety of “1" and "-1, and the pattern for the 

median points of all factors (0, 0, …, 0) is added to the orthogonal array as No. 17. 

For example, No. 1 in Table 3-4 consists of (as, bs, cs, ds, es, fs, gs, hs) = (1, 1, 

1, 1, 1, 1, 1, 1), while No. 2 consists of (as, bs, cs, ds, es, fs, gs, hs) = (1, 1, 1, 1, -1, -1, -

1, -1). The geometry data for Site A are assigned to Nos. 5-8 and Nos. 13-16, those of 

Site B are assigned to No. 17, and those of Site C are assigned to Nos. 1-4 and Nos. 9-12. 

From the Nos. 1-17 patterns, XR is determined. 

Detailed analyses are conducted for the 17 cases to obtain YR = (Y1, Y2,,,,,, 

Y17) in Eq. (11). The factors of the analytical sites for the detailed analysis are set to 
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(amax, amedian, amin) = (428, 126, 10) km3      

(bmax, bmedian, bmin) = (77.5, 48.6, 30.3) % 

 (cmax, cmedian, cmin) = (1.2, 0.8, 0.6) %      

(dmax, dmedian, dmin) = (71.3, 47.0, 27.5) %   

 (emax, emedian, emin) = (502, 268, 73) household    

 (fmax, fmedian, fmin) = (1293, 390, 73) persons  

(gmax, gmedian, gmin) = (57.7, 49.5, 31.2) ha  

 (hmax, hmedian, hmin) = (68628, 55765, 43315) million JPY 

 amax,..., hmax: maximum values of a,..., h.       

amedian,..., hmaedian: median values of a,..., h. 

amin,..., hmin: minimum values of a,..., h. 
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The maximum, median, and minimum values of the parameters correspond to the 

values "1", "0", and "-1" in Table 3-4. The maximum, median, and minimum values 

are determined from the actual values of Site A, Site B, and Site C. 

For example, to obtain damage cost Y1, the site data are tuned up to (amax, bmax, 

cmax, dmax, emax, fmax, gmax, hmax) for the geometry of Site C, and for damage cost Y5, the 

site data (amax, bmin, cmax, dmin, emax, fmax, gmin, hmin) are assigned for the geometry of 

Site A. Through the regression analysis, in which the vector of the factors is set to xR 

= (as, bs, cs, ds, es, fs, gs, hs), the optimum regression coefficient vector, , which 

presents the sensitivity, is determined by Eq. (29).  

 β̂

Table 3-4.	L16(215) orthogonal array. 

No. as bs cs ds es fs gs hs 

Damage 
cost Y 

 (Million 
JPY) 

1 1 1 1 1 1 1 1 1 3,084 
2 1 1 1 1 -1 -1 -1 -1 679 
3 1 1 -1 -1 1 1 1 1 23,443 
4 1 1 -1 -1 -1 -1 -1 -1 3,029 
5 1 -1 1 -1 1 1 -1 -1 7,805 
6 1 -1 1 -1 -1 -1 1 1 1,494 
7 1 -1 -1 1 1 1 -1 -1 18,717 
8 1 -1 -1 1 -1 -1 1 1 3,164 
9 1 1 1 -1 1 -1 1 -1 1,063 
10 -1 1 1 -1 -1 1 -1 -1 1,429 
11 -1 1 -1 1 1 -1 1 -1 2,676 
12 -1 1 -1 1 -1 1 -1 1 3,766 
13 -1 -1 1 1 1 -1 -1 1 1,496 
14 -1 -1 1 1 -1 1 1 -1 826 
15 -1 -1 -1 -1 1 -1 -1 1 862 
16 -1 -1 -1 -1 -1 1 1 -1 499 
17 0 0 0 0 0 0 0 0 9,673 

as, bs, cs, ds, es, fs, gs, and hs: standardized values for a, b, c, d, e, f, g, and h. 
Site A: Nos. 5-8 and Nos. 13-16    Site B: No. 17    Site C:  Nos. 1-4 and Nos. 9-12. 
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The results of the sensitivity analysis based on the orthogonal array, namely, 

the absolute values of the regression coefficient, | |, are shown in Fig. 3-7. Since the 

factor values are standardized to -1, 0, and 1in the sensitivity analysis, the regression 

coefficients no longer have a physical meaning. According to the figure, factors a, c, 

e,	and f show high sensitivity to the damage costs of the earth-fill dams. 

The principal component analysis is a multivariate analysis method that synthesizes 

variables called the principal components. The principal components can present the 

overall variation with a small number of uncorrelated variables from many correlated 

variables. The principal component analysis is used to clarify how the four selected 

factors, a, c, e, and f, are related to the damage costs calculated by the detailed 

method. 

The contribution rate is the ratio of information occupied by the relevant 

principal component to the total amount of data. The factor loading is calculated as 

the correlation coefficient of each variable for the principal component. The closer the 

absolute value of the factor loading is to 1, the higher the correlation. According to 

the results of the principal component analysis for the 31 earth-fill dams and the result 

 β̂

 
Figure 3-7. Sensitivity of each factor to damage costs. 
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shown in Fig. 3-8, the variables that are closely related to the first principal 

component are e, f, and the damage costs, while the variables that are closely related 

to the second principal component are a and c. In other words, factors a and c are the 

factors giving variability to the predicted damage costs. Although the sensitivities of 

factors a and c are high, according to Fig. 3-8, the two factors are related to the 

second principal component. The reason is that the sensitivity analysis is done based 

on the three sites, while the principal component analysis is done based on all 31sites, 

and the great variability in the geometry is added to the principal component analysis. 

If either a or c is changed, and another factor is fixed, the changed factor of a or c has 

a strong correlation to the damage costs. Therefore, the crossing term for a and c is 

considered to determine the response surface. To improve the accuracy of the 

response surface, alternative factors, ln a and ln c, are considered for factors a and c 

to reduce the effect of the variability in the two factors (Tateishi 2021), respectively.  

 

For the construction of the model for the probability of overtopping, four variables 

were chosen that are critical in the calculation of the rainfall hyetograph and storage 

function method, namely, CA: catchment area of the earth-fill dam, a: effective water 

 

Figure 3-8. Factor loading of each variable using principal component analysis. 
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storage of the earth-fill dam, Re: peak rainfall intensity over the 72-hour period of 

precipitation during the July 2018 heavy rain, and Qd: design flow discharge of the 

earth-fill dam. Due to the varying scales among the variables, it was difficult to fit a 

model with a better performance in the actual construction of this model.  Therefore, 

all the variables are logarithmical, thus reducing the variable space, which is 

conducive to an improvement in model accuracy. The histograms of the features 

before and after performing the logarithmic transformation are provided in Figures 3-

9. From the figures, it can be seen that the distribution of data is more uniform after 

the logarithmic transformation. 

3.3 Surrogate models 

3.3.1 Response surface method 

 

Figure 3-9.  Histograms of overtopping probability variables. 
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Outline of response surface method 

The response surface method, which is based on the experimental design 

concept, can be expressed as a regression function, as seen in the following equation: 

   (27) 

where  is the response surface, = (xR1, xR2,  ..., xRn) is the vector of the factor 

variables, n is the number of factors, bT= (b1, b2,..., bn) is the vector of the regression 

coefficients, and  is the error term. By substituting several sampled values for , 

the factor matrix, (m×n), is constructed. Here, m is the number of analytical cases.  

The output vector,  (m ×1), on the other hand, is obtained by the m- cases 

detailed method. From these values, Eq. (11) is derived.  

   (28) 

where  (m×1) is the error term vector. By minimizing , the optimum 

regression coefficient vector, , is determined as 

   (29) 

In this study, variable   represents the damage costs due to floods, which 

is the total monetary value of the whole inundation area, and variable  represents 

the factors related to these damage costs, which are selected through a sensitivity 

analysis. If detailed flood simulations for sampled factors  are conducted, and 

corresponding damage costs  are obtained, regression coefficient vector β is 

determined. Once coefficient β has been determined, the damage costs can be 

estimated by means of Eq. (28). 

3.3.2 Gaussian Process Regression 

  yR = βx R + εR
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The Gaussian process is characterized by a collection of random variables. The 

joint distribution of any finite number of random variables is the Gaussian 

distribution. The Gaussian distribution is determined by mean function m(x) and 

covariance function k(x,x’), also referred to as the kernel function (Rasmussen and 

Williams, 2005). The mean and covariance functions of the posterior distribution can 

be updated based on prior data points, allowing for the prediction of new data. 

The expression for the Gaussian process is shown in Equation (30). 

   (30) 

where f refers to the Gaussian process, and input variables xi,j (i∈m, j∈n) form input 

matrix X, shown in Equation (31).  

   (31) 

X is an m×n dimensional matrix, for which m represents the number of earth-fill 

dams selected in this study, and n represents the selected variables that have an impact 

on the risk assessment of each earth-fill dam, which will be elaborated in Section 3.2 

Parameters for surrogate model, and the function f(X) refers to damage cost and 

overtopping probability of earth-fill dams. 

In practice, the forms of the surrogate models for the damage cost and overtopping 

probability are generally assumed as shown in Equation (32). Function f(X) is a zero-

mean Gaussian process, given by Equation (30), and the statistical distribution of 

noise is assumed to follow a zero-mean Gaussian distribution. 

   (32) 

For a predicted variable of earth-fill dam X*, the corresponding function f* can be 

predicted by constructing a joint distribution with the observations, as follows: 
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  (33) 

The posterior distribution of function f*, shown in Equation (33), can be obtained 

by calculating the joint distribution, whose mean function and covariance function are 

as given by Equation (34). 

   (34)

 (35) 

The choice of the kernel function is crucial for the GPR as it determines the shape 

and properties of the function space and has a great impact on the accuracy of the 

model. In this paper, three commonly used kernel functions are selected, namely, the 

Radial Basis Function (RBF) kernel, Matérn kernel (smoothness parameter v = 1.5 

and 2.5), and Rational Quadratic Kernel (RQ), which are shown in Equations (36) to 

(38). Next, three different models are constructed, and the most suitable kernel 

function is determined by comparing the root mean square error (RMSE). 

    (36) 

  (37) 

    (38) 

where l is the length scale, α is the shape parameter of the kernel, and d is the 

Euclidean distance.  

3.3.3 XGBoost 
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eXtreme Gradient Boosting (XGBoost), proposed by Chen (2016), is a powerful 

machine learning algorithm based on ensemble learning. It is widely used for 

classification and regression tasks in various fields.  

Ensemble learning is classified into bagging, boosting, and stacking, which 

combine multiple models to enhance performance and robustness. XGBoost is a type 

of boosting algorithm, where the best results are obtained by sequentially correcting 

the errors of the previous weak learner. It features an additive model and employs a 

stepwise forward strategy, i.e., adding a new model at each step as well as correcting 

the error of the previous step at each step, so only the residuals of the previous step 

need to be optimized. The XGBoost algorithm is represented by Equation (39) and 

shown in Figure 3-10. 

   (39) 

In this paper, it is assumed that the basic learner of XGBoost is the classification 

and regression tree (CART) model f(x). Assuming that k regression trees are 

constructed, the XGBoost model can be represented as follows: 
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Figure 3-10.  Introduction of XGBoost algorithm. 
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   (40) 

where 𝑦$! refers to the predicted damage cost and overtopping probability by 

XGBoost in this study, xi means the variables selected to construct the model, K is the 

total number of trees, is the model for each tree, and w denotes the score 

or weight assigned to each leaf, namely, prediction value . q represents the 

structure of each tree, . It can be clearly understood from the formula, 

,  to which leaf each of the i features (variables for damage cost and 

overtopping probability) belongs as well as the score of each feature. 

The XGBoost model optimizes its objective function, comprising a loss function 

and a regularization term, using a second-order Taylor expansion. This expansion 

approximates the loss function, allowing for the calculation of first-order and second-

order derivatives. By minimizing this approximated function, the model determines 

optimal leaf weights for each iteration. This process enables efficient tree 

construction, progressively reducing residuals and enhancing the model's predictive 

accuracy while maintaining regularization to prevent overfitting. 

The XGBoost model incorporates numerous hyperparameters, including maximum 

tree depth, learning rate, regularization parameters and subsampling rate. 

Inappropriate selection of these hyperparameters may lead to overfitting, potentially 

affecting the generalizability of model. Consequently, hyperparameter optimization is 

crucial for ensuring optimal model performance. This study employed Bayesian 

optimization (BO) for hyperparameter tuning. 

3.4 SHapley Additive exPlanations 
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SHapley Additive exPlanations (SHAP), proposed by Shapley (1953), was originally 

applied in game theory as a value for interpreting model outputs. Specifically, it is 

assumed that each instance in the model has a feature value of a player and assumes 

that the model's predictions are payouts, with the goal of equitably distributing the 

contribution of each feature to the model's predictions. The Shapley value is the only 

attribution method that satisfies the three properties of efficiency, symmetry, and 

dummy. It guarantees that the difference between the prediction and the average 

prediction is fairly published between the eigenvalues of the instances (Christoph, 

2020), and can provide a good explanatory model for some black-box algorithms, 

such as XGBoost (Lundberg, 2020). 

3.5 Evaluation measures for surrogate model performance 

In order to evaluate the performance of the model, evaluation metrics shown in 

below are used throughout this paper. 

3.5.1 Root mean square error 

Root mean square error (RMSE) measures the square root of the mean squared 

difference between the model predictions and the actual observations. Since the error 

is squared, larger errors are given more weight. The expression of RMSE is given in 

Equation (41). 

   (41) 

3.5.2 Coefficient of determination 

Coefficient of determination R2 captures the proportion of the dependent variable in 

model that can be predicted by the independent variables, which is given in Equation 

(42). The larger the value of R2, the more explanatory the model is. If the value of R2 
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is less than 0, it indicates that the model performs worse than using the mean 

prediction. 

   (42) 

SSE means residual sum of squares, SST means total sum of squares.  

   (43) 

  (44) 

Where yi is observations,  refers to predicted value. 

In this paper, we use RMSE and R2 to evaluate the accuracy of surrogate models. 

The less the RMSE and bigger the R2 are, the better the model is.  
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4. Performance Evaluation of Surrogate Models for Earth-

fill Dam Overtopping Risk Assessment 

4.1 Risk Assessment for Damage Cost of Earth-Fill Dams by Response Surface 
Method 

In this study, nine response surfaces with different factors and conditions, listed in  

Table 4-1 are examined. For response surfaces 2 and 5-1, the cross term of a and c is 

included in order to consider the relationship between factors a and c. According to 

the principal component analysis (PCA), these two factors give variability to the 

Table 4-1. Purpose of each response surface. 
Response surface Function type of response surface Number of factors 

1   4 

2   5 

3-a7000  8 

3-a11000  8 

4-a7000  10 

4-a11000  10 

5-1  5 

5-3-a-7000  10 

5-3-a11000  10 

a7000: factor a is divided by 7000 m3 into two equations. 
a11000: factor a is divided by 11000 m3 into two equations. 
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damage costs. Response surfaces 3-a7000, 3-a11000, 4-a7000, 4-a11000, 5-3-a7000, 

and 5-3-a11000 are created by setting an arbitrary threshold for the water storage. 

In order to evaluate the accuracy of the response surfaces, a method called 

cross-validation is used in this study.  

For 29 earth-fill dams located in Hiroshima and Okayama prefecture, cross-

validation is applied. Firstly, after removing one of the 29 earth-fill dams, a regression 

analysis is performed on the remaining 28 dams. An error  can be obtained 

by reducing the obtained new damage cost, , to damage cost  obtained from 

the detailed method. “n” is the number of removed dams. By repeating this 

calculation 28 times, the error ,(  ) of the response surface is 

determined. The response surface with the minimum  is determined as the most 

appropriate one. 

From the result, response surface 4-a11000 is the optimum one based on the 

results of the cross-validation. The response formula is displayed below. 

 (45) 

Comparisons of the predicted damage costs between the detailed method and the 

response surface method are shown in Fig. 4.1. According to Fig. 4.1, there is a 
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significant difference between the response surface method and the detailed method in 

terms of the small damage costs. The red markers represent the earth-fill dams 

situated in Hiroshima; the blue markers represent the dams in Okayama. In contrast, 

the two methods are relatively coincidental in terms of the large damage costs.  

 

Figure 4-1. Comparison of response surface method and detailed method in damage 
cost. 
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Figure 4-2. Comparison of response surface method and detailed method in 
overtopping probability. 
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Subsequently, we constructed response equations using linear regression with the 

influential factors A, V, Qd, and Re, including their interaction terms. 

𝑃" = 0.26 + 2.00 × 𝑙𝑛𝑎 − 0.24 × 𝑙𝑛𝑣 + 0.32 × 𝑙𝑛𝑅𝑒 − 1.26 × 𝑙𝑛𝑄𝑑 − 1.14 × 𝑙𝑛𝑎 ∙

𝑙𝑛𝑄𝑑 (46) 

The data were divided into training and test sets, and the optimal response equation 

was selected based on the coefficient of determination (R²) and Root Mean Square 

Error (RMSE) of the test set. The performance metrics showed an R² value of 0.68 

and an RMSE of 0.214. The final prediction results are shown in the Figure 4-2. 

4.2 Quantitative Risk Assessment for Overtopping of Earth-Fill Dams by Machine 
Learning 

4.2.1 Model construction 

When fitting the two models, the raw data on the 70 earth-fill dams were divided 

into the same training and test sets for both the GPR model and the XGBoost 

algorithm at a ratio of 7:3 to ensure that no other factors would influence the 

comparison of the performance of the two models. As the variables do not have the 

same units as the predicted values, the data were normalised using z-score 

normalisation to ensure that all the data would lie on the same scale. 

In this case, since there will inevitably be noise in the observation data, a noise 

term, namely, a white kernel, was additionally added to the function when making the 

GPR predictions, to improve the performance of the model. On the other hand, there 

was no need to add an additional noise term to XGBoost since it contains internal 

mechanisms that can deal with noise. It models the data based on a decision tree 

model. 
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To fit the GPR model, four kernel functions were chosen, namely, the RBF kernel, 

Matern3/2 kernel, Matern5/2 kernel, and Rational Quadratic kernel (as introduced in 

Section 3.2), and the hyperparameters of each kernel function were optimised using 

the maximum log marginal likelihood method. The appropriate kernel function was 

chosen according to the one that had the best performance in terms of the RMSE for 

the prediction of the test set. Since GPR is an interval estimation, 95% confidence 

intervals (CI) were also taken into account in the predicted results. 

For the construction of the XGBoost model, a decision tree was chosen as the base 

learner, and the L1 regular term was chosen to prevent overfitting. The XGBoost 

model has many hyperparameters, which have a great impact on the performance of 

the model, so the selection of the hyperparameters is particularly important. The set of 

hyperparameters used in this study are shown in Table 4-2, and Bayesian optimization 

(BO) was chosen to search the hyperparameter set. To further prevent model 

overfitting, an early stopping parameter was also designated for the model fitting. 

4.2.2 Model validation 

Table 4-2. Hyperparameters in XGBoost. 

Hyperparameter Range Data type 

Subsample [0.5,1.0] Uniform 
Max depth [3,10] Integer 

Learning rate  [-6,0] Log uniform 
Regulation  [-6,0] Log uniform 

Gamma  [-6,0] Log uniform 

Subsample: ratio sampled from training set during each boosting iteration. 

Learning rate a: step size shrinkage for feature weights. 
Max depth: maximum depth of each CART model. 
Regulation: L1 regulation (Lasso) term on weights. 
Gamma: minimum loss reduction for further leaf node partitioning. 

α
λ
γ
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For the surrogate model of the damage cost, the results of the prediction of the 

training and test sets, using the fitted models, are provided in Figure 4-3. The 

 

 
Figure 4-3. Comparisons of damage costs by GPR and XGBoost. 

Table 4-3. Performance metrics of models 

 Damage cost Pf of overtopping 
GPR XGBoost GPR XGBoost 

RMSE 0.077 0.048 0.107 0.084 
R2 0.853 0.941 0.836 0.897 

Note: metrics RMSE and R2 are both calculated by test set. 
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performance of the two models is summarised in Table 4-3. In the GPR model, the 

RMSE is 0.077, coefficient of determination is 0.853, and the appropriate kernel is 

determined as the Matérn kernel, v=2.5, while in the XGBoost model, the RMSE is 

0.048 and the coefficient of determination is 0.941. As can be seen, the performance 

of the XGBoost model is better than that of the GPR model.  

Based on the XGBoost model, the interpretable method SHAP was applied to 

calculate the extent to which each feature value contributes to the damage cost by the 

average value of change in the damage cost as the feature changes. As shown in 

Figure 4-4, the feature that most contributed to the damage cost is water storage. This 

is because, as the water storage increases, so does the damage cost. On the other hand, 

the number of households and number of employees have a positive effect on the 

damage cost, while the median slope has a negative effect.  

For the surrogate model of overtopping probability, the results of the prediction of 

the test set by the models fitted by the two methods are shown in Table 4-3. Among 

them, the RMSE and R2 of the GPR model are 0.107 and 0.836, respectively. The 

GPR model used the appropriate Matérn kernel of v=1.5, while the XGBoost model 

used RMSE and R2 of 0.084 and 0.897, respectively. This suggests that, while both 

have better generalisation properties, the XGBoost model shows a better performance 

than the GPR model. The two models are compared in Figures 4-5; the training and 
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test sets are presented separately. 

 

 

 
Figure 4-4. SHAP value of damage cost. 

     

 
Figure 4-5. Comparisons of overtopping probability by GPR and XGBoost. 
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Subsequently, the SHAP value is similarly used in the model to explain the extent 

to which each feature contributes to the probability of overtopping. The results are 

shown in Figure 4-6. Although the catchment area and water storage have a positive 

effect on the overtopping probability, the design flow discharge has a strong negative 

effect on the overtopping probability. Since the design flow discharge is the threshold 

for determining whether overtopping has occurred or not, we believe that the SHAP 

values generate reliable common-sense results. 

 

4.2.3 Risk quantification 

In this section, the risk to each earth-fill dam is determined by the damage cost and 

probability of overtopping which were separately calculated by the detailed method of 

assessment, the GPR method, and the XGBoost algorithm. Coefficient of 

determination R2 was also calculated using entire dataset.  

From the results, the R2 of GPR is 0.921 and the R2 of XGBoost is 0.994. 

Therefore, by comparing the indicators, it can be concluded that the XGBoost model 

is better than the GPR model in terms of making predictions. Boxplot and density plot 

distributions for the risk calculated using the three models are provided below. 

 
Figure 4-6. SHAP values of overtopping probability. 
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The boxplots describe the distribution characteristics of data, such as quartiles, 

median, and outliers. By comparing the boxplots of the data from the detailed method, 

GPR method, and XGBoost method, the similarities and differences in the 

distributions of the three methods can be intuitively perceived. From Figure 4-7, it is 

seen that the predicted values of the GPR model are generally small, and that the 

quartiles and distributions of the XGBoost model are closer to those of the detailed 

method. 

Quantifying the risk of earth-fill dam overtopping during heavy rainfall events is 

crucial for flood risk management and disaster prevention. A higher risk ranking 

indicates a greater potential of risk to downstream areas during such conditions. 

Figures 4-8 (a) to (b) present comparisons of the risk rankings for GPR and XGBoost 

by density plots, employing a colour gradient to visualize the density distribution of 

the data points, with red indicating areas of high density and blue indicating areas of 

low density. Due to the large magnitude of the risk values, a logarithmic scale was 

used for the visualisation to enhance the visibility of the differences between the two 

models. It is evident that both methods achieve high metrics in terms of the 

evaluations of risks. The results of GPR are more dispersed in the assessment of the 

 
Figure 4-7. Boxplots of risk by detailed method, GPR, and XGBoost. 
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risk ranking than those of XGBoost, and both algorithms perform effectively for 

earth-fill dams with higher risk rankings.  

  

 
(a) Risk 

 
(b) Risk ranking 

Figure 4-8. Comparisons of risk and risk ranking by GPR and XGBoost. 
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Chapter 5 Discussion 

5.1 Risk analysis of contributing variables 

To further explore the degree of influence of various variables on risk, the risk 

rankings were subsequently categorized into high (risk ranking 1-23), moderate (risk 

ranking 24-46), and low (risk ranking 47-70) risks using the natural breaks method. 

Concurrently, the variables (CA, C, F, E, A, Re and Qd) were similarly discretized into 

three categories to explore the impact of each variable within each risk level. The 

classifications of the variables are shown in Table 5-1. Given that XGBoost 

demonstrated a superior performance in both the damage cost and overtopping 

probability models compared to GPR, the risk calculated by XGBoost will be 

discussed in the following sections. 

The rose diagrams are combined with the histograms shown in Figures 5-1 (a) to 

(c) and provide a comprehensive visualization of the frequency distribution of 

Table 5-1. Variable classifications based on natural breaks method. 

Variable Class 1 Class 2 Class 3 

Catchment Area 
(CA, m²) 

[0.01, 0.27] [0.28, 0.71] [0.74, 3.80] 

Water Storage 
(A, m³) 

[1,000, 14,000] [15,000, 50,000] [51,000, 811,000] 

Slope 
(C) 

[0.0, 1.0] [1.2, 2.0] [2.1, 13.6] 

Household Density 
(E, households/km²) 

[73.26, 787.72] [805.13, 1,423.56] [1,440.70, 5,245.53] 

Employee Density 
(F, employees/km²) 

[28.78, 668.43] [730.75,1,303.08] [1,306.01, 3,482.55] 

Rainfall Intensity 
(Re, mm/h) 

[18.0, 24.0] [25.0, 28.0] [29.0, 52.5] 

Design Flow Discharge 
(Qd, m³/s) 

[0.001, 0.942] [0.990, 3.000] [3.040, 68.870] 
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different variable categories across the three risk levels. This representation allows for 

the interpretation of how each variable contributes to the overall risk assessment. The 

low-risk level earth-fill dams (Figure 5-1 (a)) are characterized by a larger design 

flow discharge, steeper slopes, and fewer employees in the downstream area. They 

typically have fewer households, smaller catchment areas, lower water storage 

capacities, and lower peak rainfall intensities (predominantly Class 1 and Class 2). 

Notably, the majority of low-risk earth-fill dams fall into Class 3 for design flow 

discharge. The moderate-risk level earth-fill dams (Figure 5-1 (b)) show more 

complex distributions of variable classes and tendencies towards extremes, in other 

words, a combination of both low and high values for most variables, rather than 

consistently moderate conditions. The high-risk level earth-fill dams (Figure 5-1 (c)) 

are mainly characterized by an extremely small design flow discharge, larger 
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catchment areas, and increasing numbers of households and employees in the 

 
(a) Low risk 

 
(b) Moderate risk 

 
(c) High risk 

Figure 5-1. Assessment of variable influence to different risk levels. 
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downstream area. They also tend to have lower water storage capacities and gentler 

slopes. 

In conclusion, the design flow discharge emerges as the primary determinant of the 

overtopping risk during heavy rainfall, with a higher discharge capacity correlating 

strongly with improved dam safety. The influence of other variables is generally in 

line with the SHAP value trends presented in Figures 4-4 and 4-6. 

5.2 Feasibility and implication of risk assessment 

This study demonstrates the feasibility of applying machine learning algorithms to 

assessments of the risk of earth-fill dams due to an overtopping risk assessment. By 

constructing separate models for damage cost and overtopping probability, coupled 

with the SHAP value, the machine learning algorithm showcases substantial 

advantages over traditional methods in terms of time efficiency and high accuracy, 

while providing insights into the influence of variables on these two critical 

components of risk quantification. In order to evaluate the risk, the damage costs and 

probability of overtopping need to be calculated. Neither the damage costs, consisting 

of the predicted inundation area, land-use and topographical data, and economical 

information, nor the probability of overtopping, calculated based on a statistical 

model of the rainfall, characteristics of the catchment area, and ability of the spillway, 

can be presented simply by a physical model due to the complexity of the high 

nonlinearity between the factors. The detailed method, used to evaluate the risks, 

includes these complicated procedures. The surrogate models proposed in this study, 

based on GPR and the XGBoost, can overcome the disadvantages of the detailed 

method. Consequently, the proposed approach can make the procedure of the risk 

evaluation very efficient, and it can be considered a new innovation. 
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By utilizing data from 70 dams across Okayama and Hiroshima prefectures, the 

study has developed a robust local risk model that captures regional specificities and 

provides an intuitive assessment through risk ranking, which significantly enhances 

the effectiveness of risk management. The categorization of dams into three risk 

levels, accompanied by a detailed analysis of influencing variables within each 

category, offers a granular understanding of risk. From the results in Section 4.2.2, the 

design flow discharge emerged as the most influential variable in a risk assessment, 

showing a significant negative correlation with risk, while the earth-fill dams 

characterized with larger catchment areas, gentler slopes, and higher population 

densities in downstream areas showed elevated risk levels. Therefore, in order to 

mitigate the risk of overtopping, the real-time monitoring of earth-fill dams with 

lower design discharge levels and larger catchment areas should be prioritized, while 

concurrently implementing rapid population evacuation protocols in high-density 

downstream areas. 

5.3 Limitation and future work 

This study addresses dam breaches due to overtopping, focusing primarily on rainfall 

and spillway capacity as critical failure determinants. While other failure modes such 

as shear failure and piping exist, overtopping remains the predominant cause of 

breaching (Nishimura et al., 2021). The analysis incorporates several simplifying 

assumptions that introduce uncertainties. These include the use of fixed hyetograph 

from the July 2018 heavy rainfall event (Nishimura, S. 2020), which, while 

representing a significant historical event that caused severe damage throughout 

Western Japan, may not capture the full variability of potential rainfall patterns. 

The analytical results contain inherent uncertainties stemming from multiple sources: 

the resolution of flood analysis, land use data granularity, and spatial distribution of 
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economic information (such as household and employee numbers). The response 

surface methodology, while efficient, introduces additional uncertainty through its 

approximation of the detailed method. However, the risk ranking maintains reliability 

as it focuses on relative risk ordering rather than absolute quantities. The failure 

criteria equations (Eq. 16 and 22) employ safety-side assumptions, not considering 

reservoir storage effects and using design overtopping heads smaller than actual 

spillway heights. Previous validation shows that Eq. 16 successfully simulated actual 

dam breaches during historical rainfall events (Fujii, H. 1991). Since only two regions 

(Hiroshima and Okayama) were selected for this study, the model's applicability to 

other regions is currently limited. 

A significant limitation is the focus on individual dam failures. While most small 

earth-fill dams in the study area have independent catchment areas, some are 

constructed in upstream-downstream arrangements, necessitating consideration of 

inter-dam interactions. Future research should develop more comprehensive risk 

models incorporating dam interdependencies within watersheds, including cascading 

effects (Zhou et al., 2020; Wang et al., 2022; Yang et al., 2022) and hazard chains 

(Fuchs et al., 2015; Zhang, L. M., & Zhang, S., 2017). These models should account 

for complex multi-dam and multi-hazard interactions, including amplification and 

overlapping effects (Zhang et al., 2023). 

The current approach of using extreme rainfall events for overtopping probability 

calculations, while conservative, may lead to risk overestimation. Additionally, 

relying on historical return periods may not adequately reflect the increasing 

frequency of extreme weather events due to climate change. Future work should 

explore more comprehensive approaches to improve extreme rainfall estimations and 

predictions (Wang et al., 2024), integrate actual water levels rather than assuming full 
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capacity, and incorporate spatial-temporal rainfall data. This could enable the 

development of more realistic risk assessments and real-time warning models 

(Pianforini et al., 2024). The proposed methodology will be extended to 

approximately 4,000 earth-fill dam sites, with continued validation against future 

heavy rainfall events to assess and improve model accuracy. 
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Chapter 6 CONCLUSION 

This study employed two non-parametric algorithms, GPR and XGBoost and 

Response surface method, to construct surrogate models for determining the 

overtopping probability and damage cost, respectively, in order to achieve the risk 

quantification of earth-fill dams. Based on the 70 dams located in Okayama and 

Hiroshima prefectures in Japan, the study established a local risk model. The detailed 

method involves a great deal of effort to evaluate the risks, because land-use data and 

a flood analysis are required to determine the damage cost, and a statistical model of 

the rainfall data and an overflow analysis are required to evaluate the probability of 

overtopping. By constructing a surrogate model using 70 earth-fill dams, it can be 

applied to the rapid risk assessment of thousands of earth-fill dams in the province. 

On the other hand, the surrogate model requires four parameters to obtain the damage 

cost and another four parameters to evaluate the probability of overtopping, with one 

parameter in common (thus, seven unique parameters), as presented in Section 3.2. 

Since the effort needed to determine all the parameters for the surrogate model is 

much lower than that needed for the detailed model, the surrogate model provides 

greater efficiency. An analysis of the constructed XGBoost model, employed to 

calculate the SHAP values, found that water storage is the variable that contributes the 

most to the damage cost model and has a positive impact on the model, whereas the 

design flow discharge is the variable that contributes the most to the overtopping 

probability model and has a negative impact on the overtopping probability model, 

which is in line with our original beliefs.  

There are so many earth-fill dams in Japan, and many of them have deteriorated 

and should be renovated for the sake of safety. Although the demand for dam 

renovation work is rapidly increasing, the budgets of local governments are 
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insufficient. In the case of Okayama prefecture, the planning of renovations for a very 

small number (2-3) of earth-fill dams is determined each year. Since it would be 

impossible to renovate all the deteriorated dams, optimum renovation planning is 

required. For this purpose, the priority of the earth-fill dams in terms of this 

renovation work is a key point. The risk ranking is the most rational factor for this 

priority. Furthermore, the risks were categorised into different levels according to risk 

ranking and, by exploring the impact of variables at different risk levels, it was found 

that the design flow discharge of earth-fill dams has the greatest influence on the 

risks. The XGBoost algorithm not only improves the accuracy of risk assessments, but 

also provides more scientific support for earth-fill dam repair and maintenance in 

Japan. 
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Appendix 

The flooding areas of 70 earth-fill dams simulated by finite volume method are partly 

shown in Figure A-1. 

 

 

 

 

Figure A-1. Results of flooding area (Part1). 
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Figure A-1. Results of flooding area (Part2). 
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Figure A-1. Results of flooding area (Part3). 
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Figure A-1. Results of flooding area (Part4). 
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Figure A-1. Results of flooding area (Part5). 
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Figure A-1. Results of flooding area (Part6). 
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Figure A-1. Results of flooding area (Part7). 
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Result of risk analysis calculated by detailed method are shown in Table A-1. 

 

Table A-1. Portion of earth-fill dams and results of risk assessment (Part1). 

Site Water 
storage 

Design 
flow 

discharge 

Damage 
cost 

Overtopping 
probability 

Risk 

 
(m3) (m3/s) (1,000 JPY) 

 
(1,000JPY) 

1 1000 1.0  58805  0.008  496.1  

2 1019 11.3  1724120  0.003  4310.3  

3 1095 0.1  3095600  0.003  7739.0  

4 1890 2.2  5172340  0.003  12930.9  

5 3000 2.5  316736  0.003  809.5  

6 3100 3.0  4681480  0.003  11703.7  

7 4000 1.3  5908620  0.015  89253.8  

8 4500 0.6  252445  0.796  201029.8  

9 5000 0.9  1922380  0.485  932740.7  

10 5000 0.3  804178  1.000  804178.0  

11 5300 0.4  2516580  0.348  876066.8  

12 5625 1.1  8463840  0.993  8405007.8  

13 6040 11.5  42482600  0.003  106206.5  

14 7020 0.4  16002800  0.118  1882681.4  

15 9500 1.8  13565300  0.008  105509.0  

16 10000 0.4  3201220  0.206  660344.5  

17 10300 2.6  4623110  0.003  11557.8  

18 11000 6.6  539194  0.003  1348.0  

19 12000 1.6  5970940  0.488  2912654.4  

20 12000 0.4  3367720  0.080  268996.0  

21 13000 7.0  391824  0.001  391.8  

22 13700 0.2  169070  0.995  168228.9  

23 14000 0.3  2538440  0.962  2440806.5  

24 15000 0.7  2024690  0.003  5061.7  

25 16000 2.8  8074670  0.001  8074.7  
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Table A-1. Portion of earth-fill dams and results of risk assessment (Part 2). 

26 17000 0.8  6580370  0.003  16450.9  

27 20000 0.6  458684  0.936  429391.1  

28 22000 5.9  7311290  0.001  7311.3  

29 24000 0.2  90100  0.001  90.1  

30 24000 1.1  4304080  0.752  3234933.6  

31 24000 26.1  317991  0.897  285339.7  

32 24600 2.0  1747710  0.111  194189.8  

33 25202 4.2  199725  0.003  499.3  

34 26000 0.1  284355  0.467  132852.6  

35 29000 2.2  6902080  0.217  1497199.2  

36 29400 2.3  279750  0.020  5595.0  

37 32000 0.1  1048450  0.003  2621.1  

38 32000 4.7  599333  0.044  26299.2  

39 33000 2.2  750668  0.025  19041.4  

40 36000 0.9  1304000  0.415  541259.1  

41 39000 2.1  35646  0.003  89.1  

42 41000 2.2  3109040  0.285  887086.8  

43 42000 0.8  26998500  0.158  4257285.5  

44 43000 0.5  1752280  0.003  4380.7  

45 43000 6.8  289090  0.003  722.7  

46 49600 3.0  226511  0.003  566.3  

47 50000 0.9  1625700  0.011  17441.8  

48 51000 0.2  16680  0.426  7098.3  

49 53000 9.6  2766950  0.001  2767.0  

50 54000 4.4  6346560  0.001  6346.6  
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Table A-1. Portion of earth-fill dams and results of risk assessment (Part 3). 

51 56000 2.1 1423280  0.087  124371.3  

52 57000 1.3  2269950  0.003  5674.9  

53 66210 2.0  5575840  0.045  253447.0  

54 80000 0.0  6454700  0.984  6350798.7  

55 92000 30.9  3110630  0.001  3110.6  

56 107000 3.5  187117  0.002  352.9  

57 109000 1.6  323990  0.081  26128.0  

58 120000 6.2  32969400  0.001  32969.4  

59 126000 6.9  2733370  0.034  91610.0  

60 130000 49.6  3733550  0.003  9333.9  

61 153000 3.8  5182840  0.004  21471.7  

62 155400 2.9  13166500  0.003  32916.3  

63 196000 68.9  13138300  0.003  32845.8  

64 224000 2.0  16298300  0.116  1883333.8  

65 226000 0.5  55109000  0.983  54149662.5  

66 255000 25.4  12754800  0.004  54275.8  

67 269000 3.4  28919600  0.018  519465.4  

68 356000 17.3  25085200  0.007  172122.9  

69 597000 9.5  45977300  0.005  251877.4  

70 811000 3.6  54924300  0.377  20732495.2  

 


