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Abstract

Nowadays, the IEEE 802.11 wireless local-area network (WLAN) system is the most popular
medium for the Internet access around the world due to the characteristics of high speed data
rates, the low installation/management costs, and the high flexibility. A WLAN user can access to
the Internet by connecting with a nearby access point (AP) through wireless signals. As a result,
WLAN has become the default media for accessing Internet. Hence, WLAN has been deployed at
offices, schools, and public transportations including buses, trains, and airplanes. In the network
field, multiple APs are often deployed to provide the flawless Internet access by extend the network
coverage range, and to support a large number of hosts.

In WLAN, the locations of the users are generally non-uniform and their traffic patterns fluctu-
ate frequently by the time and day of the week. Hence, the elastic WLAN system has been studied
that dynamically controls the network configuration according to traffic demands while reducing
power consumption and improving the network performance. The elastic WLAN system testbed
has been developed to conduct experiments for this study. By running hostapd, Raspberry Pi is
used as the software AP.

In WLAN, the fair throughput service is important to offer the equal quality of service (QoS)
among the hosts in the network. Particularly, as the demand for real time multimedia applica-
tions increases, such as online meeting tools, the fairness becomes the critical issue. However, in
WLAN, the throughput may not be fairly shared among the hosts in the network when they are
concurrently communicating. The different received signal strengths (RSS) at the hosts from the
AP/APs may result in differing throughputs among them. The slower RSS may lead to the use of a
slower modulation and coding scheme (MCS) at the far hosts compared to the near hosts, resulting
in lower throughputs. The interference caused by co-located APs and hosts in the same network
field may further enhance the throughput disparities. Besides, a host may suffer from insufficient
throughput, although it may need the high throughput to download large files, for example. In this
case, the necessary throughput should be allocated to the host by sacrificing the other hosts.

On the other hand, a host may be connected with a server on the Internet that needs the small
throughput for the running application. Consequently, the throughput achieved by the host can be
smaller than the fair throughput in the WLAN. In this case, this host is referred to as the saturated
host, and the maximum achieved throughput is the saturated throughput. A WLAN should assign
the saturated throughput to the saturated host, and the remaining bandwidth should be shared
among the other hosts to avoid wasting bandwidth.

Previously, to realize the fair throughput service among the multiple hosts associated with a
single AP, I studied the TCP fairness control method in WLAN that controls the packet transmis-
sion delays at the AP using the proportional integral (PI) controller. Unfortunately, this method
was limited to one AP in the network, although multiple APs are common and are often interfered
with each other in WLAN. Our previous method may have the slow convergence to achieve the
fair throughput since the delay is changed continuously using the PI controller. Furthermore, it is
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difficult to assign different throughputs to the hosts if necessary, and it cannot be applied when a
saturated host appears in the network.

To address the above drawbacks, in this thesis, I propose a throughput control method to solve
the throughput unfairness/insufficiency problem for concurrently communicating hosts in WLAN.
It provides the fair or necessary throughput to the hosts in WLAN, when they are concurrently
communicating with same or different APs. This method 1) measures the single throughput and
the concurrent throughput for each host, 2) calculates the channel occupying time from the mea-
surement results, 3) derives the target throughput to achieve the request, and 4) controls the traffics
to satisfy the target throughput of every host by applying the existing traffic shaping technique
at the AP using the Linux command tc. It employs the hierarchical token bucket (HTB) queuing
discipline.

I implemented the proposed throughput control method in the elastic WLAN system testbed that
uses Raspberry Pi devices for the APs. Then, firstly, I evaluated the proposal when multiple hosts
concurrently communicating with the same AP by considering different throughput requests. The
experiment results in various scenarios confirm that this approach can achieve the fair or necessary
throughputs to the hosts.

Secondly, I evaluated the proposal by extensive experiments when multiple hosts concurrently
communicating with different multiple APs under the equal throughput scenario. The experiment
results show the throughput fairness becomes close to one in any topology, which confirms the
effectiveness of our proposal.

In future studies, I will consider further enhancements of the throughput control method and
the WLAN system testbed implementation, and their evaluations in various network fields.
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Chapter 1

Introduction

1.1 Background
Recently, the Internet has become one of the most powerful tools for communicating effectively
and efficiently in our regular lives. It creates opportunities for people to communicate with one
another, create digital contents, access various information, and solve different problems regardless
of where they are located. The influence of the Internet on our society is growing rapidly due to its
flexible and convenient functionality [1].

The IEEE 802.11 wireless local-area network (WLAN) or WiFi is the most widely used wire-
less network technology for accessing the Internet services around the world [2–4]. WLAN allows
the user to access the Internet through the wireless medium which makes it the default mode of
Internet access. It offers several advantages such as flexibility, fast data transfer, and easy instal-
lation. Hence, it has been deployed at offices, universities, schools, and various public transport
as buses, trains, and even in airplanes [5–7]. WLAN networks are often installed with multiple
access points (APs) to extend coverage area, and support a large number of WLAN users to ensure
seamless Internet access. Besides, channel bonding (CB) plays an important role in IEEE 802.11n
to increase transmission capacity by combining two adjacent 20 MHz channels to form a single 40
MHz channel [8].

The IEEE 802.11 standard was initially introduced in June 1997 [9,10]. Since then, the IEEE
802.11 standards have been updated with the newer standards by adding new features to improve
the performance of WLAN. Currently, the IEEE 802.11n standard is most widely used among
them, despite the fact that its maximum throughput is lower than that of newer standards like IEEE
802.11ax. Several improved features have been included in the IEEE 802.11n standard, including
channel binding (CB), multiple input multiple output (MIMO), and frame aggregation, compared
to previous standards, namely 11a, 11b and 11g.

In WLAN, the number of hosts and their traffics are frequently changing by day of the week and
by time of day [11, 12]. Besides, the WLAN performance can be affected by a variety of factors,
such as device failures, power shortages and bandwidth controls by the network administrators.
Therefore, we have studied the elastic WLAN system that dynamically controls the network con-
figuration according to throughput/traffic demands and devices conditions to minimize the power
consumption while improving the WLAN performance [13–15].

Figure 1.1 illustrates the example topology of the elastic WLAN system. It considers three
types of APs, specifically, a dedicated AP (DAP), a virtual AP (VAP), and a mobile AP (MAP).
A DAP express a commercial AP, a VAP denotes a host PC of a user in the network that installs
the software for AP functions, and a MAP does a mobile router. Additionally, the elastic WLAN
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system has been implemented by running hostapd software onto Raspberry Pi, which act as an AP.
The Raspberry Pi is a small card-sized computer. It contains a built-in wireless network interface
card (NIC) for IEEE 802.11n and runs on a Linux-based operating system called Raspbian.

DAP

Host
Host Host

Ethernet

Internet

VAP MAP

Wireless

connection

3G/4G

HostHost

Wireless

connection

Ethernet

Figure 1.1: Overview of elastic WLAN system topology.

The throughput fairness has become a critical issue in WLAN as demands for the real-time
multimedia applications such as streaming video and the online meeting have grown. For service
providers, it is imperative to provide fair quality of service (QoS) to the WLAN users. However,
WLAN cannot ensure the throughput fairness among the concurrently communicating hosts in the
network. The throughput depends on the distance of the host from the AP/APs and the interference
from the co-located APs in the same network field. Furthermore, a host may suffer from insufficient
throughput, even though it may need the high throughput to download large files. In this case, the
required throughput should be allocated to the host by reducing the other hosts.

In fact, our preliminary testbed experiments have expressed the throughput unfairness appears
among the hosts when they are concurrently communicating with the same AP from different
relative distances. Also, they found that the throughputs are much different among the concurrently
communicating hosts when the multiple APs are installed with the CB channels in WLAN. It can
happen due to the unequal received signal strengths (RSS) at the hosts and the interferences from
nearby APs. Basically, the hosts far from the AP/APs receive lower RSS than a hosts near to it. The
lower RSS can lead to the use of a slower modulation and coding scheme (MCS) at distant hosts
compared to nearby hosts, which can cause the lower throughput at the distant hosts. As a result,
the throughput unfairness problem becomes severe among the hosts in the WLANs. Hence, the
throughput fairness issue in WLAN has been studied for the transmission control protocol (TCP),
since the TCP is used as a key Internet services such as the world-wide web, electronic mail, and
video streaming [16, 17].

In WLAN, a host may be connected to an Internet server that needs the small throughput for
the application, or has the small processing capability, or has the small bandwidth section. Then,
the achieved throughput of the host can be saturated and be smaller than the fair throughput in
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the WLAN. For example, the popular video meeting service zoom requires 2Mbps for the single
screen [18], which is much smaller than the available bandwidth of IEEE 802.11n WLAN. In
this thesis, this host is called the saturated host, and the maximum achieved throughput is the
saturated throughput for convenience. To avoid wasting the limited bandwidth in WLAN, the
saturated throughput should be assigned to the saturated host, and the remaining bandwidth be
shared among the other hosts.

Previously, to achieve the fair throughputs among the hosts, we have studied the TCP fairness
control method that controls the packet transmission delays at the AP using the PI control [19,20].
However, this method cannot be applied to a common WLAN with multiple APs where they are of-
ten interfered with each other. This method initially calculates the packet transmission delay based
on measured RSS of the hosts. Then, the proportional integral controller continuously changes
the delay to achieve the fair throughputs among the hosts, which can cause a slow convergence.
Furthermore, it is hard to allocate different throughputs to the hosts even if necessary, and it cannot
assign the proper throughput to the hosts when the saturated host presents in WLAN.

1.2 Contributions
The following research contributions are included in this thesis. To address the drawbacks of the
TCP fairness control method, I propose a throughput control method to overcome the throughput
unfairness/insufficiency problem for concurrently communicating hosts in WLAN [21, 22]. This
method 1) measures the single and concurrent throughput for each host, 2) calculates the channel
occupying time from them, 3) derives the target throughput to achieve the fair or request through-
put, and 4) controls the traffics to satisfy the target throughput of every host by applying traffic
shaping at the AP. In this case, we adopted hierarchical token bucket (HTB) queuing discipline to
implement the traffic shaping [23].

It is crucial to provide the proper bit rate for each host in order to achieve fair or demanding
throughput. For this reason, the target throughput is introduced, which determines how many bits
should be transmitted per second by each host. The target throughput for each host is derived
from the measured single and concurrent throughput for every host. The single throughput gives
the maximum average bit rate of the wireless link between the host and the AP. The concurrent
throughput gives the channel occupying time by this link per one second, when it divides the single
throughput. The remaining time is occupied by the other links. Then, if the concurrent throughput
is replaced by the target throughput, this relationship is still true. Based on these observations, the
procedure of calculating the target throughput for each host is derived.

For performance evaluations, I implement the proposed method in the elastic WLAN system
testbed by using Raspberry Pi APs. Firstly, I evaluated the proposal by conducting extensive
with different throughput requests scenarios when multiple hosts concurrently communicate with
the same AP. The experiment results confirm that this approach can achieve the fair or necessary
throughputs to the hosts.

Secondly, I evaluated the proposal by extensive experiments when multiple hosts concurrently
communicating with different multiple APs under the equal throughput scenario. The experiment
results show the throughput fairness becomes close to one in any topology, which confirms the
effectiveness of our proposal.
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1.3 Contents of Thesis
The remaining part of this thesis is organized as follows.

Chapter 2 reviews the IEEE 802.11 wireless network technologies related to this thesis, in-
cluding features of the IEEE 802.11n protocol, software tools in the Linux operating system, the
fairness index, and the traffic shaping technology.

Chapter 3 reviews our previous studies to this thesis.
Chapter 4 describes the experimental observations of the throughput unfairness problem at

concurrent communications with multiple-hosts.
Chapter 5 presents the fair throughput control method.
Chapter 6 presents the demanding throughput control method.
Chapter 7 describes the implementation and evaluations of the proposals.
Chapter 8 reviews relevant works in literature.
Finally, Chapter 9 concludes this thesis with some future works.
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Chapter 2

Background Technologies

This chapter introduces wireless network technologies for backgrounds of this dissertation. At first,
we discuss the advantages, components, types, and standards of IEEE 802.11 protocols. Next, the
IEEE 802.11n protocol and its main features are described. We then outline Linux tools and com-
mands for wireless networking that are used for measuring and implementing the elastic WLAN
system testbed. Lastly, we review the traffic shaping for controlling the network traffic and the
Jain’s fairness index.

2.1 IEEE 802.11 WLAN Overview
The IEEE 802.11 Wireless local-area network (WLAN) technology defines the specifications of
physical (PHY) and media access control (MAC) layers to provide high-speed data communica-
tion. WLAN extends a wired LAN to enable user mobility by providing wireless connectivity and
supporting the flexibility of data communications [24]. It uses radio frequency (RF) technology to
send and receive data over the air, thus reducing the cost of wiring at home or workplace. There-
fore, WLANs are widely adopted in many places, including at home, school, and in the office.

2.1.1 Advantages of WLAN
There are several advantages of WLAN over traditional wired LANs. Some of them are outlined
below.

• Mobility:
User mobility is offered by wireless networking over wired networking. The users with a
wired network connection must use a wired line to stay connected. In WLAN, users stay
connected to the network while moving around a local coverage area.

• Simple and quick deployment:
The network cables between hosts and access points can be eliminated by using WLAN.
This makes WLAN installations much quicker and simpler than wired LAN installations.

• Cost:
The cost of installing and maintaining wired LANs is typically higher than that of installing
and maintaining WLANs. WLAN reduces the costs associated with cabling and the as-
sociated installation and repair work. Since, the WLAN simplifies moving, adding, and
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re-configuring, resulting in a decrease in indirect costs such as user downtime and adminis-
tration.

• Flexibility:
The use of a WLAN reduces the need to run cables through walls and ceilings. The network
coverage area of WLAN can be easily expanded as the network media is everywhere.

• Scalability:
WLANs can be designed according to the topologies required. It can accommodate a high
number of users and cover a vast region by adding access points.

2.1.2 IEEE 802.11 WLAN Components
IEEE 802.11 WLAN consists of four primary components as shown in Figure 2.1 [24]:

Access Point
Distributed 

System

Host

Host

Host

Wireless Medium

Figure 2.1: Components of IEEE 802.11 WLANs.

• Stations or hosts:
The station or host is an electronic device with a wireless network interface card (NIC) that
can access to the network through WLAN. The device can be a smartphone, a desktop/laptop
PC, or a tablet.

• Access points (APs):
In WLAN, the AP is the main radio transceiver that performs the same function as the hub
or switch in a wired Ethernet LAN. Additionally, it functions as the bridge between wireless
and wired networks.

• Wireless medium:
The IEEE 802.11 utilizes wireless medium to transmit information/data from one host to
another within a network.

• Distribution system:
In IEEE 802.11 standards, the distribution system refers to the infrastructure that connects
several APs in order to trace the movements of the hosts. The distribution system is a logical
component of WLAN that acts as the backbone connection among the APs. It is also com-
monly known as the backbone network for relaying data between APs. Typically, Ethernet
is used as the backbone.
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2.1.3 Types of WLANs
The IEEE 802.11 WLAN is functioning on a basic service set (BSS), which comprises a set of
hosts that can communicate with each other. Two different types of WLAN are supported by the
IEEE 802.11 standard depending on the type of BSS as shown in Figure 2.2.

• Independent or ad hoc type:
This type allows stations to communicate directly with each other without an AP. It is also
known as an independent BSS (IBSS) mode as shown in Figure 2.2(a). In permanent net-
works, this type of ad hoc network is rarely employed due to the lack of required perfor-
mance and security issues.

• Infrastructure type:
This type exchanges information of stations through an AP as shown in Figure 2.2(b). A
single AP serves as the main controller for all the hosts in its BSS, which is called the
infrastructure BSS. In this case, a host must be associated with an AP to get access the
network services [25].

Host

HostHost

(a) Adhoc network.

Access Point

Host

HostHost

(b) Infrastructure network.

Figure 2.2: Types of IEEE 802.11 networks.

In addition, WLAN can be extended further by connecting multiple BSSs with a backbone
network to form extended service set (ESS) as shown in Figure 2.3. Each AP in ESS is
assigned an ID called a service set identifier (SSID), which acts as the ”network name” for
the users. The hosts within the same ESS can exchange information with each other, even if
they are located in different BSS.

2.1.4 IEEE 802.11 Standards for WLAN
The IEEE 802.11 working group has been enhanced the specifications of existing PHY and MAC
layers to support WLAN at the 2.4-2.5 GHz, 3.6 GHz and 5.725-5.825 GHz unlicensed ISM (In-
dustrial, Scientific and Medical) spectrum bands defined by the ITU-R. This working group offers
several types of IEEE Standard Association Standards, each prefixed with a letter. These include
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Figure 2.3: Extended service set (ESS).

wireless standards, security standards, quality of service (QoS), and so on as shown in Table 2.1
[25–30].

Table 2.1: IEEE 802.11 standards.

Standard Purpose

802.11a Wireless network bearer operating in the 5GHz ISM band with up to
54Mbps of data transmission rate

802.11b Operates on the 2.4 GHz ISM band, with data rates of up to 11Mbps
802.11c Includes bridge operation that links LANs with similar or identical MAC

protocol
802.11d Support for additional regulations in different countries
802.11e An enhancement to the WLAN 802.11a and 802.11b specifications in

terms of QoS and prioritization
802.11f Inter-Access Point Protocol for handover, the standard was withdrawn
802.11g 2.4GHz ISM band, maximum data rate of 54Mbps
802.11h Transmit power control (TPC) and dynamic frequency selection (DFS)
802.11i Authentication and encryption
802.11j Standard of WLAN operation in the 4.9 to 5 GHz band to conform to

the Japan’s rules
802.11k Measurement reporting and management of the air interface between

several APs
802.11l Reserved standard, to avoid confusion
802.11m Provides an integrated view of the 802.11 base standard through conti-

nous monitoring, management, and maintenance
802.11n Operate in the 2.4 and 5 GHz ISM bands, data rates up to 600Mbps
802.11o Reserved standard, to avoid confusion
802.11p Provide wireless access for vehicular environments (WAVE)
802.11r Fast BSS Transition, supports VoWiFi handoff between access points to

enable VoIP roaming on a WiFi network with 802.1X authentication
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Table 2.1: IEEE 802.11 standards.

Standard Purpose

802.11s Wireless mesh networking
802.11t Wireless Performance Prediction (WPP), this standard was cancelled
802.11u Improvements related to ”hotspots” and 3rd party authorization of

clients
802.11v To enable configuring clients while they are connected to the network
802.11w Protected Management Frames
802.11x Reserved standard, to avoid confusion
802.11y Introduction of the new frequency band, 3.65-3.7GHz in US besides 2.4

and 5 GHz
802.11z Extensions for direct link setup (DLS)
802.11aa Specifies enhancements to the IEEE802.11 MAC for robust audio video

(AV) streaming
802.11ac Wireless network bearer operating below 6 GHz to provide data rates of

at least 1Gbps for multi-station operation and 500Mbps on a single link
802.11ad Wireless Gigabit Alliance (WiGig), providing very high throughput at

frequencies up to 60GHz
802.11ae Prioritization of management frames
802.11af WiFi in TV spectrum white spaces (often called White-Fi)
802.11ah WiFi uses unlicensed spectrum below 1GHz, smart metering
802.11ai Fast initial link setup (FILS)
802.11aj Operation in the Chinese Milli-Meter Wave (CMMW) frequency bands
802.11ak General links
802.11aq Pre-association discovery
802.11ax High efficiency WLAN, providing 4x the throughput of 802.11ac
802.11ay Enhancements for Ultra High Throughput in and around the 60GHz

Band
802.11az Next generation positioning
802.11mc Maintenance of the IEEE802.11m standard

Figure 2.4 illustrates the current and future WLAN standards. Among them, the IEEE 802.11a,
11b, 11g, 11n, 11ac are the most commonly used, and the latest is 11ax. . For the physical layer,
the 11a/n/ac adopts orthogonal frequency division multiplexing (OFDM) modulation scheme while
the 11b applies the Direct Sequence Spread Spectrum (DSSS) scheme. The 11ax uses orthogonal
frequency division multiple access (OFDMA), which is a multi-user version of OFDM. Table 2.2
summarizes the features of these common WiFi standards [24, 31–34].

The IEEE 802.11a, b, and g standards are assumed to have medium security since they use
the wired equivalent privacy (WEP) security technology. The WEP encryption uses symmetric
RC4 stream ciphers with 40-bit and 104-bit encryption keys [35]. The IEEE 802.11n, ac and
ax are assumed to have higher security because they adopt the advanced Wi-Fi protected access
(WPA) encryption system called temporal key integrity protocol (TKIP) with message integrity
check (MIC).

• IEEE 802.11b: The IEEE 802.11b standard was published in September 1999 and operates
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Figure 2.4: Current and future WLAN standards.

at 2.4GHz band with a maximum data rate up to 11Mbps. It is considered to be a robust
system and has the ability to compensate IEEE 802.11 protocol. This standard has not only
boosted the production of WLAN products, but also motivated the competition between
WLAN vendors due to its interoperability. The limitation of this standard is the interference
among the products using industrial, scientific and medical (ISM) band that uses the same
2.4 GHz band of frequency [36, 37].

• IEEE 802.11a: The IEEE 802.11a also released in September 1999. It operates at 5GHz
ISM band and data rates offer up to 54Mbps by adopting orthogonal frequency division
multiplexing (OFDM) coding scheme. The main limitations of 11a are the incompatibility
of 11a products with 11b products and the lack of availability of free 5 GHz bands for all
countries in the world [36, 37].

• IEEE 802.11g: The IEEE 802.11g was published in 2003. This new 11g standard was pro-
posed over 11a to improve the 2.4GHz 11b standard. The 11g standard introduces two differ-
ent modulation techniques, including packet binary convolution code (PBCC) that supports
data rates up to 54Mbps and orthogonal frequency division multiplexing (OFDM) which
supports data rates up to 54Mbps. Compatibility problems are also resolved in 11g products
with 11b products [36, 37].

• IEEE 802.11n: The IEEE 802.11n standard was issued in 2009. The main purpose of in-
troducing the 11n standard is to improve the usable range and the data rate up to 600Mbps.
It supports both of 2.4GHz and 5GHz ISM band as unlicensed national information infras-
tructure (UNII) bands, and is backward compatible with earlier standards. It introduces new
technology features including the use of channel bonding and multiple-input-multiple-output
(MIMO) to get the better reception of the RF signals to improve the throughput and coverage
range [36, 38].

• IEEE 802.11ac: The IEEE 802.11ac standard was introduced in December 2013, which
operates only in the 5 GHz band with a data throughput of more than 1Gbps. It supports
static and dynamic channel bonding up to 160MHz and multi-user multiple-input-multiple-
output (MU-MIMO) [39–41].

• IEEE 802.11ax: The IEEE 802.11ax standard was approved on February 2021, which oper-
ates in the frequency bands between 1GHz and 7.125GHz and the data rate up to 9.6Gbps.
11x focuses on improving throughput per area or the ratio between the overall network
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Table 2.2: Features of common IEEE 802.11 standards.

IEEE IEEE IEEE IEEE IEEE IEEE
802.11b 802.11a 802.11g 802.11n 802.11ac 802.11ax

Release Sep 1999 Sep 1999 Jun 2003 Oct 2009 Dec 2013 Feb 2021
Frequency

Band
2.4 GHz 5 GHz 2.4 GHz 2.4/5 GHz 5 GHz 2.4/5/6 GHz

Max. Data
Rate

11 Mbps 54 Mbps 54 Mbps 600 Mbps 1300 Mbps 9608 Mbps

Modulation
CCK1

modulated
with PSK

OFDM
DSSS2,
CCK,

OFDM
OFDM OFDM OFDMA

Channel
Width

20 MHz 20 MHz 20 MHz 20/40 MHz 20/40/80/160
MHz

20/40/80/160
MHz

# of
Antennas

1 1 1 4 8 8

security
WEP

encryption
WEP

encryption
WEP

encryption
WPA

encryption
WPA

encryption
WPA

encryption
1 CCK: Complementary Code Keying
2 DSSS: Direct Sequence Spread Spectrum

throughput and the network area size. It supports channel bonding up 160MHz. IEEE
802.11ax adopts orthogonal frequency division multiple access (OFDMA) technique that is
commonly used in cellular networks [42–46]. However, only few devices are compatible
with this standard now.

2.2 IEEE 802.11n Protocol
This section overviews the IEEE 802.11n protocol that has been adopted in our throughput mea-
surements, models, and implementations in this thesis. This protocol applies several enhanced
features, such as CB, MIMO, and frame aggregation, over previous IEEE 802.11 protocols, 11a,
11b, 11g. Table 2.3 summarizes the main features of IEEE 802.11n standard.

Table 2.3: IEEE 802.11n specifications.

Specification IEEE 802.11n
Frequency Band 2.4 GHz 5 GHz
Simultaneous Uninterrupted Channel 2 ch 9 ch
Available Channel 13 ch 19 ch
Max. Speed 600Mbps
Max. Bandwidth 40 MHz
Max. Spatial Streams 4
Subcarrier Modulation Scheme 64 QAM
Release Date Sept 2009

The IEEE 802.11n supports both 2.4GHz and 5GHz ISM bands. Nowadays, the 2.4GHz is the
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most widely used frequency band. It becomes congested with many WiFi signals using the same
channel or partially overlapping channels. Hence, these WiFi signals with adjacent channels will
suffer from interferences among them, and degrade the overall network throughput. [29, 31, 34].

In the 2.4GHz band, the number of non-interfering channels is limited, which are Channel 3
and Channel 11 in 40 MHz bandwidth. While for the 20MHz bandwidth, channel 1, channel 6 and
channel 11 are free of interference. However, the wider bandwidth will reduce the number of free
channels. Figure 2.5 [30] describes the WiFi channels for IEEE 802.11n 2.4 GHz band.

1ch 2ch 3ch 4ch 5ch 6ch 7ch 8ch 9ch 10ch 11ch12ch13ch

20MHz

2412MHz 2432MHz 2452MHz 2472MHz

5MHz

Figure 2.5: WiFi channels in 2.4 GHz band.

In the 5GHz band of the IEEE 802.11n protocol, it is available with 19 uninterrupted channels
with a bandwidth of 20MHz and 9 channels with 40MHz bandwidth. For the 80MHz bandwidth,
there are four of them. Figure 2.6 shows these WiFi channels for the IEEE 802.11n 5GHz band
[47].

Figure 2.6: WiFi channels in 5 GHz band.

2.3 Features of IEEE 802.11n Protocol
The IEEE 802.11n protocol adopts several new technologies to improve the performance. The
standard uses the MIMO technology, CB, frame aggregation, and security improvements mecha-
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nism to enhance the throughput. In this section, we describe these features of the IEEE 802.11n
Protocol.

2.3.1 Channel Bonding
IEEE 802.11n introduces channel bonding (CB) as a new enhanced feature to increase network
capacity. In the CB, two adjacent 20MHz channels are combined into a single channel to operate
each channel at a 40MHz bandwidth [48] as shown in Figure 2.7. However, the use of channel
bonding may reduce the number of non-interferred channels for other devices, since there are only
two non-interferered bonded channels for IEEE 802.11n protocol in the 2.4GHz band. Table 2.4
summarizes the channel bonding for the 13 20MHz channels at 2.4GHz band [34, 49]. In Ta-
ble 2.5, different channel bandwidths and spatial streams are described in regards to IEEE 802.11n
throughput.

Table 2.4: Channel bonding in IEEE 802.11n.

20MHz 40MHz
center frequency of

primary channel
center frequency of
secondary channel bonded channel

center frequency of
bonded channel

1 5 1+5 3
2 6 2+6 4
3 7 3+7 5
4 8 4+8 6
5 9 5+9 7
6 10 6+10 8
7 11 7+11 9
8 12 8+12 10
9 13 9+13 11

Table 2.5: Effects of channel bandwidth and spatial stream’s selection towards IEEE 802.11n’s
throughput.

Stream number
Bandwidth

20 MHz 40 MHz
one Streams 72.2Mbps 150Mbps
two Streams 144.4Mbps 300Mbps

three Streams 216.7Mbps 450Mbps
four Streams 288.9Mbps 600Mbps

2.3.2 Partially Overlapping Channels
In IEEE 802.11n, at the 2.4GHz band, each channel has a bandwidth of 20MHz and the adjacent
channels are 5 MHz apart. Therefore, all the adjacent channels are partially overlapped with each
other. Thus, each channel partially overlaps with at least three of its neighbors.
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Figure 2.7: IEEE802.11n channel bonding concept.

2.3.3 Multiple Input Multiple Output (MIMO)
The MIMO is the another feature of IEEE 802.11n standard which improve the throughput drasti-
cally by increasing the number of transmitting (TX) and receiving (RX) antennas up to four times,
without the additional bandwidth or transmission power. It can overcome the effects of multi-path
and fading, and achieve the high data throughput in limited bandwidth channels. The performance
can be improved over the single antenna technology in single-input single-output (SISO). The com-
parison between SISO and 4× 4 MIMO as shown in figure 2.8. When the space-time block coding
(STBC) is applied in the 4 × 4 MIMO link, the sender can transmit four copies of the data streams
over four antennas to enhance the reliability and the effective range of data transmissions.

Transmitter Receiver
Multiple in, Multiple out

SISO

AP

Transmitter Receiver

Wireless

Channel

Single in, Single out

MIMO  

AP

MIMO

Host

Wireless  

Channel

SISO

Host

Figure 2.8: Comparison between SISO and 4 × 4 MIMO technology.

2.3.4 MAC Layer Enhancements
Aside from the introduction of CB and MIMO, IEEE 802.11n also provides performance improve-
ments through the frame aggregation and the proper selection of the modulation and coding scheme
(MCS).

• Frame Aggregation:
The IEEE 802.11n standard offers the performance improvement through frame aggregation
in the MAC layer, in addition to MIMO. In frames aggregation, multiple frames are trans-
mitted in a single big frame with a single pre-ample and header information to reduce their
overhead. The IEEE 802.11n adopts the Aggregation of MAC service data units (A-MSDUs)
and aggregation of MAC protocol data units (A-MPDUs). Frame aggregation is a process
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of packing multiple A-MSDUs and A-MPDUs together to reduce the overheads and average
them over multiple frames, thereby increasing the user level data rate [50].

• Modulation and Coding Scheme:
The IEEE 802.11n standard uses a number of modulation and error-correction codes, repre-
sented by a modulation and coding scheme (MCS) index value or mode. In IEEE 802.11n,
31 different modes are defined, which provides a higher level of protection against selective
fading through the use of orthogonal frequency division multiplexing (OFDM). This standard
increases the number of OFDM sub-carriers of 56 (52 usable) in high throughput (HT) with
20MHz channel width and 114 (108 usable) in HT with 40MHz. Each of these sub-carriers
is modulated with BPSK, QPSK, 16-QAM, or 64-QAM, and low-density parity-check code
(LDPC) forward error correction (FEC) coding rate of 1/2, 2/3, 3/4 or 5/6 [51]. The coding
rates depends on link quality of the hosts. The good link quality can use higher coding rates
and transmit more data. On the other hand, the worse the radio condition, the lower the
coding rate and less data can be sent.

2.4 Linux Tools for Wireless Networking
Linux has been used as an open-source operating system for implementing algorithms, protocols,
methods, and devices that have enabled the advancement of wireless networks [52]. This section
describes the tools and software used in the thesis to perform the measurements throughout and to
implement the elastic WLAN system.

2.4.1 ‘arp-scan’ - to Explore Currently Active Devices
arp-scan [53] is a command line tool that uses the address resolution protocol (ARP) to detect and
fingerprint the IP addresses of the hosts in the local area network. It works on both IEEE802.11
wireless network and wired Ethernet netowrk, where the wireless network uses the same data-link
protocol. In Linux, arp-scan can be installed by downloading the source code from [54] or using
the following command:

$ sudo ap t −g e t i n s t a l l arp −scan

The simplest command to scan the network using arp-scan is given by:

$ arp −scan −− i n t e r f a c e=wlan0 −− l o c a l n e t

–interface=eth0 defines the interface to be used for scanning the devices. The arp-scan uses –
localnet to scan all the possible IP addresses in the network that connect to the interface, which is
defined by the interface IP address and net mask. Here, the interface wlan0 is used as an example.

2.4.2 ’hostapd’ - to Make AP-mode Linux-PC
The hostapd software enables a network interface card to serve as an AP and authentication server.
It implements IEEE802.11 AP managements as well as other IEEE802.1X protocols and security
applications. In Linux, hostapd can be installed by downloading the source code from [55] or using
the following command:

$ sudo ap t −g e t i n s t a l l h o s t a p d
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The Linux PC can be setup as an AP using a command-line interface after installing this tool on a
Linux PC with WLAN driver support for AP mode. The hostapd can be started or stopped by the
following commands:

$ sudo / e t c / i n i t . d / h o s t a p d s t a r t
$ sudo / e t c / i n i t . d / h o s t a p d s t o p

2.4.3 ’ssh’ - to Remotely Execute Command
Secure Shell (ssh) is a cryptographic network protocol that allows you to securely start a shell
session on a distant machine [56, 57]. It operates in two parts: SSH client and SSH server, and it
builds a secure connection between them over an unsafe network. The open source version of ssh
is OpenSSH [58], it can be installed using the following command [59]:

$ sudo ap t −g e t i n s t a l l openssh − s e r v e r openssh − c l i e n t

The following command line example demonstrates how to use ssh to remotely access the AP
across the network [56, 57, 60]:

$ s s h username@192 . 1 6 8 . 1 0 . 1 1
username@192 . 1 6 8 . 1 0 . 1 1 ’ s password :

Here, 192.168.10.11 represents the IP address of the AP.

2.4.4 ’iw’ - to Collect Information of Active Network Interface
iw [61] is a command-line Linux tool which allows to view and modify the parameters of the
active network interface for wireless operations. It is usually installed by default in the Ubuntu
distribution. The following command can be used to install it manually:

$ sudo ap t −g e t i n s t a l l iw

The following list shows the use of iw to view the information of the currently associated AP using
the network interface wlan0:

$ iw dev wlan0 s ca n

2.4.5 ’iperf’ - to Generate Network Traffic
iperf [62] is a software tool to measure the network throughput by generating network traffic.
It supports both TCP and UDP protocols. iperf is normally installed by default in the Ubuntu
distribution. It can also be installed manually using the following command:

$ sudo ap t −g e t i n s t a l l i p e r f

To generate the traffics between two devices using iperf, one of them uses the server-mode and the
other one uses the client-mode, where the data packets are transmitted from the client to the server.
The following list shows the typical use of iperf on the server and client side:

$ i p e r f −s / / s e r v e r s i d e
$ i p e r f −c 1 9 2 . 1 6 8 . 1 0 . 1 1 / / c l i e n t s i d e

Here, 192.168.10.11 defines the IP address of the server. In this thesis, we use iperf to generate the
TCP traffic between an AP and a host through the IEEE 802.11n protocol.

16



2.4.6 ’iftop’ - to Measure Link Speed
iftop [63] is a real time network monitoring tool, which is installed at the AP only to estimate the
throughput by capturing the transmitted packets between the server and the host [64]. It displays
the bandwidth usage per host. Before installing it, two additional packages, libpcap and libncurses,
need to be installed as the root user. The following commands show the procedure:

$ sudo ap t −g e t i n s t a l l l i b p c a p 0 . 8 l i b p c a p 0 .8− dev l i b n c u r s e s 5
l i b n c u r s e s 5 −dev

$ sudo ap t −g e t i n s t a l l i f t o p

In this thesis, we use iftop to measure the throughput between an AP and a hosts. Figure 2.9 shows
the output display of throughput monitoring by iftop.

 

Figure 2.9: Throughput monitoring by iftop.

2.4.7 ’traffic control (tc)’ - to Manipulate Traffic Control Setting
The tc [65] tool is used to control network traffic by configuring the Linux kernel. It allows shaping,
scheduling, policing, and dropping of the network traffic. These elements are used for controlling
the network bandwidth to provide guaranteed service to the users. Traffic shaping permits to
control the transmission rate, the scheduling technique arranges or rearranges the network traffic
before they enter or leave various queues, a policer can limit traffic to a specific queue, dropping
discards a packet with a certain criteria or overloaded period. The tc usually installed by default in
the Ubuntu distribution. In Ubuntu, tc is bundled with the iproute2 package and it can be installed
manually using the following command:

$ ap t −g e t i n s t a l l i p r o u t e 2

2.5 Traffic Shaping
This section describes the traffic shaping that has been adopted for controlling the network traffic.
Traffic shaping can control the packet flow rate at certain bit rate, to provide the dedicated band-
width service for the specific user. In Linux, traffic control (tc) command can be used for traffic
shaping. There are three components for the tc command, namely, queueing discipline (qdisc),
classes, and filters. The qdisc scheduler is categorized into two groups of classless qdisc and
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classful qdisc. The classful qdisc permits to categorize the traffic that have different treatments. In
contrast, the classless qdisc does not allow to classify the traffic.

In this thesis, we adopt the classful hierarchical token bucket (HTB) queuing discipline (qdisc)
[66] to control the traffics at the specific rate. The HTB uses token buckets for the link sharing
classes. Figure 2.10 shows the hierarchical shape of HTB qdisc. In HTB, traffic shaping occurs
only in the child class, not in the parent or root class. The child classes can borrow tokens from
their parent class until the token is available in the parent class. Each child class contains two
parameters, ceil and rate, to specify the amount of traffics allocated to each class. The rate refers
to the guaranteed bandwidth of the whole class and the ceil refers to the maximum bandwidth of
each traffic. In this thesis, we give the same value to them.

1:0

Interface

1:1

1:31:2

Root qdisc.

Parent class

Child class

Figure 2.10: Hierarchical view of HTB qdisc.

2.6 Jain’s Fairness Index
This section overviews the Jain’s fairness index [67] that has been used as the throughput fairness
indicator in experiments. The Jain’s fairness index represents the fairness among the values with a
real number between 1 and 0. 1 indicates that they are totally fair, and 0 does not at all. It is given
by:

fairness index =
(∑n

i=1 xi
)2

n ×∑n
i=1 x2

i

(2.1)

where n represents the total number of throughputs of the hosts in this thesis and xi does the i-th
throughput.
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2.7 Summary
In this chapter, we introduced the wireless network technologies, the main features of IEEE
802.11n protocol, Linux tools, traffic shaping, and Jain’s fairness index which are adopted in this
thesis for experiments, implementations, and simulations purposes. In the next chapter, we will
review our previous studies related to this thesis.
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Chapter 3

Review of Previous Studies

This chapter reviews briefly our previous studies relevant to this thesis. First, we review the study
of the elastic WLAN system [13–15]. Then, we review the implementation details of the elastic
WLAN system testbed using Raspberry Pi for APs [14,33]. Lastly, we review the study of the TCP
fairness control method in WLAN [19, 20].

3.1 Elastic WLAN System
This section reviews the elastic WLAN system. This system dynamically activates or deactivates
the APs based on traffic demands and network conditions to increase the throughput performance
and reduce the energy consumption.

3.1.1 Overview
WLANs have been widely used in many places including government offices, educational insti-
tutions, and public places such as trains, buses, or airplanes. In these instances, unplanned or
autonomous APs can degrade performance or waste energy. WLANs can have over-allocation is-
sues due to redundant APs having overlapping coverage areas. At the same time, WLANs can be
overloaded with hosts and can be suffered from poor performances. Therefore, WLANs should be
adaptive according to traffic demands and network conditions by changing the number of active
APs and the hosts connected to them. Along this context, we have studied elastic WLAN systems.

The motivation for studying the elastic WLAN systems is summarized as follows:

1. Reduction of operating costs and energy consumption:

• In general, organizations such as companies, educational institutions, and government
offices allocate the high number of APs to offer the sufficient performance at the peak
time, and to keep the WLANs running entire days. Limited APs may be used during
the off-peak time and holidays. With the elastic WLAN system, this problem can be
solved by minimizing the number of APs based on traffic demands.

• The lack of reliable electricity supplies causes unreliable Internet connections in de-
veloping countries for the time being. In such situations, the elastic WLAN system can
efficiently utilize the available power source to improve the network performance.

2. Enhancement of WLAN performance:
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• When the current active APs are not sufficient to cover the user’s demands, additional
APs must be added to satisfy the required traffic demands.

• When the WLAN performance suffers due to shortages of internet service provider
(ISP) connections or power supplies, mobile APs using cellular networks are activated
to maintain the WLAN performance.

• In the dense WLAN using a high number of active APs, users may experience in-
terferences due to overlapping signals. In such cases, the elastic WLAN system can
dynamically change the channels that are assigned to APs, to reduce interferences and
improve the WLAN performance.

3.1.2 Design and Operational Flow
Figure 3.1 shows an example topology of the elastic WLAN system. The management server has
the administrative access to all the devices including the APs and hosts to control the network
configuration through the following steps:

Wired Connection

Wireless 

Connection
Access Point Access Point

Host

Management 

Server

Internet

Router

Host Host Host

Figure 3.1: Design of Elastic WLAN system.

1. Initially, the server inspects the network devices and collects all the information required for
the AP configuration algorithm.

2. Then, the server executes the AP configuration algorithm using the collected information.
Therefore, the output of the algorithm contains a list of active APs, host associations, and
allocated channels.

3. In the end, the server implements this output in the network by activating or deactivating the
APs, changing the host associations, and allocating the channels.
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3.2 Testbed Implementation using Raspberry Pi
This section discusses the elastic WLAN system testbed implementation using the Raspberry Pi and
Linux PCs. Raspberry Pi is a single-board computer with a wireless network interface (NIC) that
supports IEEE 802.11n. Hence, the use of Raspberry Pi in the elastic WLAN system is significant
for the use at any country.

3.2.1 Implementation Environment/Platform
The elastic WLAN system testbed was initially implemented on the Linux operating system for
the server, the APs, and the hosts. Linux has been adopted as the platform to implement new
algorithms, protocols, methods, and devices for advancements of wireless networks. It offers
many tools which are easily configurable and have flexibility to use and integrate with other tools.
[52]. In this testbed, the system is implemented on Ubuntu, which is the most popular platform.
Implementations of the elastic WLAN system testbed on various platforms will be in future studies.

Table 3.1 illustrates the devices and software are used for the testbed implementation of the
system. The IEEE 802.11n protocol is used for any communication link with the channel bonding.
Raspberry Pi 3 with TP-Link TL-WN722N wireless NIC [68] adapter was used for the channel
bonding.

Table 3.1: Device environment and software in testbed.

AP
model Raspberry Pi 3
CPU Broadcom BCM2837 @1.2GHz
RAM 1GB LPDDR2 900MHz

NIC chipset Broadcom BCM43438
Operating System Linux Raspbian

software hostapd
server and hosts

model 1. Toshiba Dynabook R731/B
2. Toshiba Dynabook R734/K

CPU 1. Intel Core i5-2520M @2.5GHz
2. Intel Core i5-4300M @2.6Ghz

RAM 4GB DDR3 1333MHz
Operating System Linux Ubuntu 14.04 LTS

software iperf 2.0.5, iftop
main router

model Buffalo WZR-1750DHP

3.2.2 System Topology
Figure 3.1 illustrates the simple topology of the elastic WLAN system. Raspberry Pi is adopted for
the AP and the Linux laptop PC is for the server and the hosts. With the administrative access to all
the APs and hosts, the server can manage and control them. There is a wired connection between
the APs and the server and the hosts and the APs are connected through wireless.
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3.2.3 AP Configuration of Raspberry Pi
This section explains how to configure Raspberry Pi to use hostapd [69, 70] for AP.

1) Install the hostapd software on Raspberry Pi to enable the AP functionality by running the
following command:

$ sudo ap t −g e t i n s t a l l h o s t a p d

2) The following steps can be used to configure hostapd:

i. Create the configuration file, hostapd.conf, inside /etc/hostapd/, and set the necessary
configuration options in this file to create the wireless network.

ii. To start hostapd during booting, edit the etc/default/hostapd/ file to set the absolute path
to the configuration file as:
DAEMON CONF=”/etc/hostapd/hostapd.conf”,
run

$ sudo nano e t c / i n i t . d / h o s t a p d /

and change
DAEMON CONF=/etc/hostapd/hostapd.conf.

3) Set up the Raspberry Pi’s wireless connection as static by editing the ”/etc/network/inter-
faces” file and adding the static IP address information.

4) Install the DHCP server that allows wireless connections to automatically receive the dy-
namic IP addresses by using the command:

$ sudo ap t −g e t i n s t a l l i s c −dhcp− s e r v e r

5) Configure the DHCP server using the following steps:

i. Edit the dhcpd.conf file inside the folder /etc/dhcp/ and put necessary configuration
options.

ii. Edit the /etc/default/isc-dhcp-server file as follows to make the wireless adapter the
default for DHCP requests:
INTERFACE=”wlan0”.

6) Configure the network address translator (NAT) by editing the /etc/sysctl.conf file, so that
multiple clients can be connected with the AP and have all data ’tunneled’ through the single
Ethernet IP address.

3.3 TCP Fairness Control Method
This section reviews the study of the TCP Fairness Control Method. This method can achieve
the relatively fair throughput among the hosts when they are concurrently communicating with the
single AP.
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3.3.1 Overview of TCP Fairness Method
In WLAN, the throughput unfairness occurs when multiple hosts communicate with the same
AP simultaneously. WLAN should provide fair throughput among the communicating hosts. To
achieve this goal, we studied the method of controlling the packet transmission delay at one AP
using PI controller.

3.3.2 Initial Delay Calculation
This method initially calculates the packet transmission delay based on measured RSS of the hosts
by using the Eq. (3.1). Then, it dynamically changes the delay using the PI controller [71] to
achieve the fair target throughput among the hosts. The PI controller calculates an error value as
the difference between a measured throughput and a desired target throughput and minimizes the
error by adjusting the process control inputs.

Di(0) =
RS S i

−x

(
RS S i

RS S min

)2

ey(RS S i−RS S slow) (3.1)

where RS S i expresses the measured RSS at the AP from host i, RS S slow does RSS from the slowest
host among the hosts, RS S min does the minimum RSS that a host can successfully receive packets
from the AP, and x and y define the constant parameters.

3.3.3 Target Throughput
In this method, the target throughput is calculated with the following equation in Eq. (3.2).

T Htar(0) =
1∑N

i=1
1
zi

(1 − δN) (3.2)

where zi expresses the estimated throughput for host i by using the throughput estimation model
[72], N does the total number of hosts associated with the AP, and δ defines the constant interference-
loss parameter.

Then, the target throughput is updated based on the measured target throughput by using the
following equation in Eq. (3.3).

T Htar(m) =
∑N

i=1 T Hi(m)
N

(3.3)

Here, T Hi(m) expresses the measured throughput for host i at time-step m.

3.4 Summary
In this chapter, firstly, we reviewed the study of the elastic WLAN system. Then, we reviewed the
implementation details of the elastic WLAN system. Lastly, we reviewed the TCP fairness control
method. However, the TCP fairness method was limited to one AP in the network, despite the fact
that multiple APs are common in WLANs and can be interfered with each other frequently, and
may have the slow convergence to achieve the fair throughput. In addition, it is hard to allocate
demand throughput to the host even if necessary, and cannot be applied when saturated host appears
in WLAN. In the next chapter, we will introduce the throughput unfairness problem of concurrent
communications with multiple hosts.
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Chapter 4

Experimental Observations of Throughput
Unfairness Problem of Concurrent
Communication with Multiple-Hosts

This chapter presents experimental observations of the throughput unfairness problem of multiple
hosts communicating concurrently. First, we show the throughput results when multiple hosts
concurrently communicate with a single AP. Then, we present the throughput results when the
multiple hosts concurrently communicate with multiple APs.

4.1 Throughput Unfairness When Hosts Concurrently Com-
municate with Single AP

In WLAN, the throughput unfairness may appear among the hosts when they concurrently com-
municate with the same AP at the different relative distances from it.

4.1.1 Experiment Setup and Field
In our experiments, we performed throughput measurements of concurrently communicating two
hosts with the same AP in the corridor of Engineering Building #2 in Okayama University (indoor
environment) and Asahi riverbed (outdoor environment). Figure 4.1(a) illustrates the experiment
field for indoor environment where interferences from other WLANs exist, while Figure 4.1(b)
does the outdoor environment without any interference. In both fields, the hosts communicate
with the Raspberry Pi AP using the IEEE802.11n 20MHz channel at 2.4GHz. In this case, we
used single spatial stream. The iftop is adopted to measure the throughput, and and the same TCP
traffic was generated using iperf 2.0.5 software with 477KB TCP window size and 8KB buffer size.
Figure 4.2 illustrate the network topology for single AP with two hosts. The Toshiba Dynabook
R731/B laptop PCs are used for the server and the hosts. Table 4.1 shows the detail of the hardware
and software specifications. Figure 4.3 describes the locations of the AP and two hosts in the
measurements. The host H1 is fixed at 0m distance from the AP, and the host H2 is moved from
0m to 20m with the 5m interval from the AP.
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Figure 4.1: Experiment fields.
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Figure 4.2: Testbed topology for single AP with two hosts.

4.1.2 Throughput Results
Figure 4.4 shows throughput measurement results for both indoor and outdoor environments. The
results show that the throughputs are similar at both hosts when they are located with the same
distance (0m) from the AP. However, the throughput difference between the two hosts increases as
the distance between H2 and the AP increases. It is noticed that the throughput of H1 increases,
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Table 4.1: Hardware and software specifications.

access point
model Raspberry Pi 3
CPU BCM2837 1.2GHz, Broadcom
RAM LPDDR2 900MHz 1GB

NIC chipset 1. BCM43438, Broadcom
2. Atheros AR9002U (USB)

Operating System Linux Raspbian
software hostapd, iftop

server and hosts
model 1. Toshiba Dynabook R731/B

2. Toshiba Dynabook R734/K
3. Fujitsu Lifebook S761/C

CPU 1. Intel Core i5-2520M @2.5GHz
2. Intel Core i5-4300M @2.6GHz
3. Intel Core i5-2520M @2.5GHz

RAM 4GB DDR3 1333MHz
Operating System Linux Ubuntu 14.04 LTS

software iperf 2.0.5
main router

model Buffalo WZR-1750DHP

although the location is fixed in both network fields, which leads to the throughput unfairness
between the hosts.

4.2 Throughput Unfairness When Hosts Concurrently Com-
municate with Multiple APs

In WLAN using multiple APs and channel bonding (CB) channels, the throughputs are much
different among concurrently communicating hosts due to their unequal received signal strength

H
1

H
2

H
2

Host Access Point

Distance shifted by 5m

20m

Figure 4.3: Location of the AP and hosts in the experiment field for single AP.
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Figure 4.4: Throughput unfairness observations between two hosts for single AP.
(RSS) and interferences if the distances between the hosts and the APs are different.

4.2.1 Experiment Setup and Field
We conducted experiments of measuring the throughputs of three concurrently communicating
hosts with three different APs. Figure 4.5 shows the experiment field in the third floor of Engi-
neering Building #2 at Okayama University. The host locations are depicted by the circles and the
AP locations are by the triangles. The distance between the host and the AP was different from
each other. The host1 (H1) was connected to AP1 from a distance of 9.5m, host2 (H2) was to AP2

from a distance of 0.5m, and host3 (H3) was to AP3 from a distance of 5m. Figure 4.6 shows
the testbed topology for three APs with three hosts. The Toshiba Dynabook R731/B and Fujitsu
Lifebook S761/C laptop PCs are used for the hosts and the server, respectively. Table 4.1 shows the
detail of the hardware and software specifications. The TCP traffic is generated by iperf software
where the iftop is used for throughput measurement.

Three Raspberry Pi 3 were used for experiments. However, the Raspberry Pi 3 does not support
channel bonding (CB). Thus, we used USB NIC [68] adapter for CB channels. The IEEE802.11n
protocol was adopted with 40MHz bonded channels at 2.4GHz. To reduce the interferences as
much as possible, the three bonded channels, 1 + 5, 9 + 13, and 5 + 9, are assigned to AP1, AP2,
and AP3, respectively, by following the assignments in [73]. The following Linux commands are
adopted for running CB channel at the AP.

i e e e 8 0 2 1 1 n=1
c h a n n e l=1
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Figure 4.5: Experiment field for multiple APs.
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Figure 4.6: Testbed topology for three APs with three hosts.

4.2.2 Throughput Results
From Figure 4.7, the throughput unfairness among the hosts was observed. The distance between
AP2 and H2 was smallest. Thus, the throughput of the link AP2 − H2 was largest among the three
links. On the other hand, the throughput of the link AP1−H1 was smallest because the distance was
longest and the elevator attenuated the signal as the obstacle of the transmission path. Additionally,
interference caused by co-located APs also causes throughput disparity. However, it is desired that
the throughput fairness among them should be available even in this network with the objective of
universal services among the users.
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Figure 4.7: Throughput unfairness observations in dense WLANs at concurrent communication.

4.3 Summary
In this chapter, we presented experimental observations of the throughput unfairness problem
of multiple-host concurrent communications. First, we presented the throughput results when
multiple-hosts concurrently communicate with single AP. Then, we showed the throughput results
when multiple-hosts concurrently communicate with different multiple APs. In the next chapter,
we will propose the fair throughput control method for multiple-hosts concurrent communications
in WLAN.
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Chapter 5

Proposal of Fair Throughput Control
Method

This chapter presents the fair throughput control method for multiple-hosts concurrently commu-
nicating in WLAN. First, we describe the observations for proposal and channel occupying time of
hosts. Then, we present the calculation of equal target throughput provision as the common goal
among the hosts.

5.1 Introduction
In Chapter 4, we observed that the throughput unfairness issue occurs among multiple hosts when
they communicate with a single AP or closely-located multiple APs at the same time. The testbed
experiment results showed that the throughput is not fairly distributed between the two hosts when
they are concurrently communicating from different relative distances with a single AP. In addition,
it is found that when multiple APs and CB channels are adopted in WLAN, the throughputs are
different greatly among the concurrently communicating hosts due to the unequal received signal
strengths at the hosts and to the interferences from the APs. The hosts far from the AP/APs receive
lower RSS than the hosts near to them, which leads to the use of a slower modulation and coding
scheme (MCS) and to the lower throughputs. The near hosts get higher chances to transmit/receive
the packets than the hosts distant from the AP. Hence, it occupies a large amount of bandwidth
during communication compared to far hosts.

In this chapter, we propose the fair throughput control method of adopting traffic shaping [23]
at the AP/APs to provide the relatively fair throughput among the concurrently communicating
hosts with single/multiple APs. Traffic shaping can limit the bandwidth of the fastest link by
controlling the packet transmissions and provide higher opportunities for the slow links to send
more packets. First, this method calculates the equal target throughput for the throughput fairness
by measuring the single and concurrent throughputs and estimating the channel occupying time for
each host. Then, it achieves the fair throughput by applying traffic shaping at the AP.

In WLAN, a host may not need or cannot achieve the fair throughput with the other hosts that
are associated with the same AP. When a host is taking a low-rate application service, it needs
the small bandwidth constantly. Besides, if the connected server is very crowded, the host cannot
consume the allocated throughput. In this thesis, such a host is called the saturated host, and the
maximum achieved throughput is the saturated throughput for convenience. To avoid wasting the
bandwidth, the saturated throughput is assigned to the saturated host, and the remaining bandwidth
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should be shared among the other hosts in WLAN.

5.2 Observations for Proposal
The proposed method is designed from the following observations:

(1) The throughput of each host can be controlled by running tc command at the Linux-based
AP.

(2) The maximum number of transmitted bits per second (bps) for each host can be measured by
running iftop at the AP when only one AP is active and communicating with a single host,
which is called the single throughput.

(3) The actual number of transmitted bits per second for each host can be measured by running
iftop at each AP when all the hosts are concurrently communicating, which is called the
concurrent throughput.

(4) The target throughput for each host is represented by the number of bits to be transmitted
per second.

(5) The channel occupying time per second for each host can be estimated by the ratio of the
concurrent throughput or the target throughput to the single throughput when all the hosts
are concurrently communicating.

(6) The sum of the channel occupying time by every host can be constant (basically, one second).

(7) The target throughput for each host cannot exceed the single throughput.

(8) The target throughput that is larger than the concurrent throughput for a host can be realized
by taking the channel occupying time of the other hosts, which determines the proper target
throughput for each host.

5.3 Single and Concurrent Throughput Measurement
In the proposed method, first, the single throughput and the concurrent throughput for every host
are measured at the target AP, to calculate the proper target throughput for each host. The single
throughput is measured for each host by limiting only the host to communicate with the AP. The
concurrent throughput is measured by activating all the hosts to communicate with the AP/APs.

5.4 Channel Occupying Time of Hosts
Let S i and Ci be the measured single throughput and the measured concurrent throughput for the
host Hi for i = 1, 2, ..., n, respectively, where n is the number of hosts. When all the hosts H1, H2,
..., Hn are concurrently communicating with the same AP through the shared single channel, the
channel occupying time by each host for one second can be estimated by C1

S 1
, C2

S 2
, ..., Cn

S n
. Then, the

summation of them will become constant, basically one second, as follows:

34



C1

S 1
+

C2

S 2
+ ... +

Cn

S n
= Constant (5.1)

The CSMA/CA protocol in the WLAN activates the wireless links between the AP and the asso-
ciated multiple hosts in turns. It basically repeats the data transmission of one host through the
channel and the channel idling for the contention resolution. During the unit time of one second,
the average data transmission time of the link with the host Hi can be estimated by Ci

S i
, because

CiMbit data is transmitted through the S iMbps link. The channel idling time can be constant
when the number of the contending hosts is constant, because each contention resolution time
in the CSMA/CA protocol can be constant on average. To achieve the throughput request, the
proposed method does not change the number of the contending hosts. It only changes the data
transmission time of links while keeping their communications. As a result, the channel idling time
is not changed before and after applying the proposed method. Thus, for simplicity, the channel
idling time is neglected in this equation.

5.5 Equal Target Throughput Provision
Here, we discuss the calculation of the target throughput when all the hosts be assigned the same
target throughput: t1 = t2 = ... = tn. Then, to transmit t1, t2, ..., tn data through S 1, S 2, ..., S n link,
the channel occupying time for the hosts will be t1

S 1
, t2

S 2
, ..., tn

S n
. Therefore, their sumuation will

again be constant, as follows:

t1

S 1
+

t2

S 2
+ ... +

tn

S n
= Constant (5.2)

Therefore, the following result is obtained from Eq. (5.1) and Eq. (5.2), because their time must
be equal.

C1

S 1
+

C2

S 2
+ ... +

Cn

S n
=

t1

S 1
+

t2

S 2
+ ... +

tn

S n
(5.3)

5.5.1 Conventional Host Case
When there is no saturated host in the WLAN, the following result is derived from Eq. (5.3) by
assigning the same target throughput to the all hosts :

t1 = t2 = ... = tn =

n∑
i=1

Ci
S i

n∑
i=1

1
S i

. (5.4)

5.5.2 Saturated Host Case
If the saturated host (let Hk) exists in the WLAN where the derived target throughput is larger than
its single throughput S k, the target throughput for each host is updated by the following procedure
to avoid the bandwidth waste:

tk = S k,
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t1 = t2 = ... = tn =
1

n∑
i=1
i,k

1
S i

(
n∑

i=1

Ci

S i
− 1). (5.5)

5.6 Summary
In this chapter, we presented the fair throughput control method for multiple hosts concurrently
communicating in WLAN. First, we discussed the observations for the proposal and introduced
the channel occupying time of hosts. Then, we presented the equal throughput control method for
the hosts. In the next chapter, we will present the proposal of the demanding throughput control
method for multiple-hosts concurrent communications in WLAN.
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Chapter 6

Proposal of Demanding Throughput
Control Method

This chapter presents the demanding throughput control method for concurrently communicating
multiple-hosts in WLAN.

6.1 Introduction
To address the issue of throughput unfairness, in Chapter 5, we proposed the fair throughput
control method for concurrently communicating multiple-hosts in WLAN. The traffic shaping is
adopted at the AP and control the fastest link traffic in order to give higher chance to the slowest
link. However, in WLAN, the fair throughput is not always necessary since the host may need
higher throughput than others depending on the type of user and the application they are using.
The required throughput should be allocated to the high priority host by reducing the throughputs
of low priority hosts, while they enjoy the minimum guaranteed throughput.

In this chapter, we propose the demanding throughput control method for concurrently com-
municating multiple-hosts with the AP. This method is designed based on observations in Section
5.2. Our method tries to satisfy the required throughput by allocating the channel occupying time
properly to the concurrently communicating hosts. If the required throughput of a host is higher
than the current one, the time allocated to the host will be increased, while the other hosts will
be decreased. The proper target throughput for each host is estimated by measuring the single
and concurrent throughput and calculating the required channel occupying time to accomplish the
required target throughput. This method achieves the target throughput by applying the traffic
shaping at the AP, it directly controls the throughput for each host.

6.2 Demand Target Throughput Provision
Here, we discuss the calculation of the target throughput for H2, H3, ..., Hn when the target through-
put t1 of H1 will be controlled. t1 must not be larger than the single throughput S 1 and must not be
smaller than the minimum target throughput tmin. In this thesis, this minimum target throughput is
introduced to guarantee the least throughput for any host, when some hosts request the high target
throughput. Then, since another equation is necessary to give the unique values of t2, t3, ..., tn for
the given t1, the equal target throughput is considered for their fairness: t2 = t3 = ... = tn.
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6.2.1 Conventional Host Case
When there is no saturated host in the WLAN, the following result is derived from Eq. (5.3):

t2 = t3 = ... = tn =
1

n∑
i=2

1
S i

(
n∑

i=1

Ci

S i
− t1

S 1
). (6.1)

6.2.2 Saturated Host Case
If the saturated host (let Hk) exists in the WLAN where the derived target throughput is larger than
its single throughput S k, the target throughput for each host except t1 ( because t1 is demanded
throughput for H1) is updated by the following procedure to avoid the bandwidth waste:

tk = S k,

t2 = t3 = ... = tn =
1

n∑
i=2
i,k

1
S i

(
n∑

i=1

Ci

S i
− 1 − t1

S 1
). (6.2)

6.2.3 Minimum Target Throughput Case
If the derived target throughput for H2, H3, ..., Hn becomes smaller than the minimum target
throughput tmin, the target throughput for every host is updated by the following procedure to
ensure it.

If S k < tmin, tk = S k, and assign the t2 = t3 = ... = tn =tmin in Eq. (6.2) to updates the target
throughput for ensuring minimum throughput and derived the equation as follows:

t1 =

n∑
i=1

S 1Ci

S i
− S 1 − (

n∑
i=2
i,k

tminS 1

S i
). (6.3)

Otherwise, updates the target throughput by assigning t2 = t3 = ... = tn = tmin in Eq. (6.1) and
derived the following equation:

t1 =

n∑
i=1

S 1Ci

S i
− (

n∑
i=2

tminS 1

S i
). (6.4)

6.3 Summary
In this chapter, we proposed the demanding throughput control method for concurrently commu-
nicating multiple-hosts in WLAN. In the next chapter, we will present the implementation and
evaluation of the throughput control method for concurrently communicating multiple-hosts in
WLAN.
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Chapter 7

Implementation and Evaluation of
Throughput Control Method

This chapter presents the implementation and evaluation of throughput control method in WLAN.
First, we describe the implementation procedure of the proposed method in WLAN. Then, we
evaluate the proposal through several testbed experiments using single or multiple Raspberry Pi
APs.

7.1 Implementation Procedure of Throughput Control Method
The proposed method adopts the Linux command tc to apply the traffic shaping at the software
AP using Raspberry Pi, which can be easily run from the application program implemented using
bash script. Figure 7.1 illustrates the flow of the whole procedure in the proposed method. The
following procedure describes how to apply the proposed method.

(1) Measure the single throughput for each host by activating only one AP and communicating
it with the host.

(2) Measure the concurrent throughput for every host by activating all the APs and communi-
cating them with their associated hosts simultaneously.

(3) Derive the target throughput ti to a host.

(4) Allocate ti to every host by assigning initial rate and ceil value di = ti.

(5) Apply traffic shaping using the tc command.

(6) Measure the throughput for every host periodically while all the APs are concurrently com-
municating.

(7) Apply PI feedback controller to update di.
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Figure 7.1: Flow of throughput control method.

7.1.1 Application of Traffic Shaping
The traffic shaping is applied using the tc command with the following procedure:

(1) First, create the HTB qdisc, generate the required number of classes for each host i, and
assign the rate value di by:

– $sudo tc qdisc add dev wlan0 root handle 1: htb default.

– $sudo tc class add dev wlan0 parent 1: classid 1:1 htb rate
∑n−1

i=1 di

– $sudo tc class add dev wlan0 parent 1:1 classid 1:i htb rate di ceil di.

(2) Then, apply the di to the host Hi by specifying the IP address:

– $sudo tc filter add dev wlan0 protocol ip parent 1:0 prio 1 u32 match ip dst IP o f Hi

flowid 1:i.

7.1.2 Optimize the Rate and Ceil Parameter value
In traffic shaping, the rate and ceil parameter value di can control the maximum bandwidth of the
host at communications. Unfortunately, it does not guarantee the given specific throughput. The
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measured throughput will be fluctuating during communications. To address this inconvenience,
the PI feedback control [20,71] is adopted to dynamically update di in order to make the measured
throughput equal to the target.

di(m) = KP × (ti − Ri(m)) + KI ×
m∑

j=0

(ti − Ri( j)) . (7.1)

where Ri(m) does the measured throughput at time step m , and Kp and KI express the propor-
tional (P) and integral (I) control gain respectively (KP = 0.4, KI = 0.5 in this paper). The time
step represents the time interval (60sec in this paper). To abstain the frequent changes of di, the
Eq. (7.2 is used only when the throughput error |Ri(m)− ti| is greater than the given threshold α× ti

for three continuous time steps and α = 0.2 does the constant parameter. The updated value of di

must be greater than or equal to the ti . In the implementation, the following difference equation of
the PI control is applied by considering the throughput difference between the current and previous
steps rather than the error between target and measured throughput in P control, since higher value
make the controller more aggressive and may adversely affect the throughput of other hosts [33].

di(m) = di(m − 1) + KP × (Ri(m − 1) − Ri(m)) + KI × (ti − Ri(m)) . (7.2)

7.2 Evaluation with iperf Traffics using Single AP
This section evaluates the proposal through testbed experiments using iperf traffics with one AP
and up to five hosts.

7.2.1 Experiment Setup
Figure 7.2 and Table 4.1 show the network topology and the hardware and software specifications
of the testbed system, respectively. Raspberry Pi 3 is adopted as the software AP and the Linux
based PCs are for the hosts and the management server. The Toshiba Dynabook laptop PCs are
used for the hosts and the server. Table 7.1 describes the locations of the hosts and AP in the exper-
iments where the indoor field of Engineering Building #2 at Okayama University in Figure 4.1 (a)
was used. The measured throughput was often fluctuated. To improve measurement the accuracy,
the throughput measurement for each scenario was repeated twelve times and their average result
was used in evaluations. One measurement took one minute. Thus, the total measurement time for
each scenario was twelve minutes.

cable

Ethernet Wireless link

IEEE 802.11n,

2.4 GHz

Raspberry Pi 3 AP 

Management server

Host1

Hostapd v2.3 Host-N

Figure 7.2: Testbed topology for iperf traffics.
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Table 7.1: Device locations.

case
device location

D307 in front of D307
refresh
corner

2 hosts AP, H1 – H2

3 hosts AP, H1, H3 – H2

4 hosts AP, H1, H3 H4 H2

5 hosts AP, H1, H3 H4 H2, H5

7.2.2 Experiment Scenarios
In our experiments, the five scenarios on target throughput conditions in Table 7.2 were assumed.
In any scenario, the same TCP traffic was generated using iperf 2.0.5 software with 477KB TCP
window size and 8KB buffer size. In this thesis, tmin = 1.5Mbps was used for Table 7.2.

Table 7.2: Target throughput conditions in five scenarios.

scenario condition
1) equal throughput t1 = t2 = t3 = t4 = t5

2) high priority host A t1 > ti and ti > tmin

3) high priority host B t1 > ti and ti < tmin

4) low priority host A t1 < ti and ti > tmin

5) low priority host B t1 < ti and t1 = tmin

1) Equal Throughput: All the hosts are assigned the same throughput. This scenario intends to
examine the throughput fairness request among the hosts.

2) High Priority Host A: The fastest host H1 is considered as the high priority host and is
assigned the higher target throughput than the other hosts that are assigned the same throughput.
This scenario intends to examine the simultaneous requests of the high throughput provision and
the fairness among the hosts.

3) High Priority Host B: The same throughput setup is considered here except for the condition
that the original target throughput by the proposal does not meet the minimum target throughput.
Thus, Minimum Target Throughput Case in Section 6.2.3 is applied here.

4) Low Priority Host A: The fastest host H1 is considered as the low priority host and is as-
signed the lower target throughput than the other hosts that are assigned the same throughput. This
scenario intends to examine the simultaneous requests of the low throughput provision and the
fairness among the hosts.

5) Low Priority Host B: The same throughput setup is considered here except for the condition
that the target throughput for H1 is considered as the minimum target throughput.

7.2.3 Throughput Results
Figure 7.3 illustrates the single throughput measurement results for the five hosts and the concur-
rent results for two, three, four, and five host cases with iperf traffics. Figures 7.4-7.7 show the
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individual host throughput results for concurrently communicating two, three, four, and five host
cases, respectively. In each graph, target thr. represents to the derived target throughput by the
proposal and measur. thr. does the measured throughput. The updated target thr. indicates that the
Minimum Throughput Case was applied there.
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Figure 7.3: Measurement results of single and concurrent throughputs.
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Figure 7.4: Results for two hosts case with proposal.
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Figure 7.5: Results for three hosts case with proposal.

7.2.4 Discussions
From the measurement results, we observed the following results for these scenarios.

1) Equal Throughput: The measured throughput was similar among the hosts by assigning
the equal target throughput by the proposal, although both the measured single and concurrent
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Figure 7.6: Results for four hosts case with proposal.
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Figure 7.7: Results for five hosts case with proposal.

throughputs are different among them when the proposal was not applied. Thus, the throughput
fairness request was achieved by the proposal.

2) High Priority Host A: The measured throughput of the high priority host H1 was larger than
its concurrent throughput and the throughputs of the other hosts that were similar to each other.
The throughput of any host was larger than the minimum target throughput. Thus, both the high
throughput provision request and the throughput fairness request were achieved.

3) High Priority Host B: As in 2, both the high throughput provision request and the throughput
fairness request were achieved, while considering the minimum target throughput.

4) Low Priority Host A: The measured throughput of the low priority host H1 was smaller than
its concurrent throughput and the throughputs of the other hosts that were similar to each other.
The throughput of any host was larger than the minimum target throughput. Thus, both the low
throughput provision request and the throughput fairness request were achieved.

5) Low Priority Host B: As in 4, both the low throughput provision request and the throughput
fairness request were achieved, while considering the minimum target throughput.

7.2.5 Proposal Accuracy
Table 7.3 shows the average of the absolute differences between the target and measured through-
puts for each scenario across all host cases. The small value for any scenario ensures the effective-
ness of the proposal.
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Table 7.3: Average absolute differences between target and measured throughputs.

scenario average absoluate difference (Mbps)
equal throughput 0.70

high priority host A 0.69
high priority host B 0.64
low priority host A 0.67
low priority host B 0.63

Table 7.4: Fairness index comparison using iperf traffic under equal throughput scenario.

case
fairness index1

without proposal proposal
2 hosts 0.920 0.993
3 hosts 0.869 0.998
4 hosts 0.842 0.995
5 hosts 0.802 0.991
1 fairness index: fairness among the values

between 1 and 0, 1 indicates completely fair.

7.2.6 Fairness Index
To verify the throughput fairness for equal throughput scenario, Table 7.4 compares the Jain ’s
fairness index [67] of the measured throughput among the hosts. It shows that the fairness index
is improved singnificantly with the proposal which is very close to 1. On the other hand, without
proposal the fairness index is much smaller than 1.

7.3 Evaluation with Web Traffics using Single AP
This section evaluates the proposal through testbed experiments using web application traffics
as practical ones. To generate high-load traffics, the hosts are either downloading large files or
accessing to video streaming from Web sites.

7.3.1 Experiment Setup
Figure 7.8 illustrates the network topology for the experiments using real web application traffics.
As the web application servers in the Internet, Ubuntu 20.04.3 OS for file downloading [74] and
YouTube for video streaming are adopted. In the experiments, the number of hosts is increased
from two to four, where the same devices and locations in Tables 4.1 and 7.1 are used. Similarly,
each experiment was conducted for 12 minutes.

The following three scenarios of equal throughput, priority host, and saturated host are exam-
ined, where the measured throughput is compared with and without applying the proposal.

1) Equal Throughput Scenario: All the hosts are concurrently downloading the Ubuntu 20.04.3
OS files with 2.9GB using the web browser from the web server. The equal target throughput is
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Figure 7.8: Testbed topology for web traffics.

assigned to these hosts.
2) Priority Host Scenario: All the hosts are concurrently downloading the Ubuntu 20.04.3 OS

files. To investigate the effectiveness of the proposal, the slowest host H2 is considered as the
priority host and is assigned the far higher target throughput than the other hosts. This higher
target throughput of the slowest host can be achieved by sacrificing the non priority hosts.

3) Saturated Host Scenario: One host H3 is streaming video using the web browser, and the
other hosts are concurrently downloading the Ubuntu 20.04.3 OS files. Then, H3 is considered as
the saturated host that cannot utilize all the available bandwidth since its application requires the
much smaller one. Then, the remaining bandwidth should be allocated to the other hosts equally.

7.3.2 Results for Equal Throughput Scenario
Figure 7.9 shows the single throughput measurement results for the four hosts and the concurrent
results for two, three, and four host cases with web traffics. Figure 7.10 shows the target through-
put and the measured throughput for two, three, and four hosts cases. When the proposal was not
applied, the throughput unfairness appeared, where the near host from the AP, H1, achieved the
higher throughput than the others. On the other hand, when the proposal was applied, the similar
measured throughput was achieved to all the hosts regardless of their locations. Besides, the aver-
age absolute difference between the target and measured throughput is 0.79Mbps the small value
ensure the accuracy of the proposal.

Table 7.5 compares the fairness index of the measured throughputs among the hosts with and
without the proposal. The proposal increases the fairness index to be close to 1. Thus, the effec-
tiveness of the proposal in solving the throughput unfairness problem is confirmed.
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Figure 7.9: Measurement results of single and concurrent throughputs with web traffic.
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Figure 7.10: Results for equal throughput scenario with proposal.

Table 7.5: Fairness index comparison using web traffic under equal throughput scenario.

case
fairness index

without proposal proposal
2 hosts 0.942 0.996
3 hosts 0.912 0.998
4 hosts 0.847 0.996

7.3.3 Results for Priority Host Scenario
Figure 7.11 shows the results for priority host scenario. Here, H2 was selected as the priority
host, because it was most distant from the AP. In three and four hosts cases, the target throughput
was updated, because the original target throughput for H2 cannot ensure the minimum target
throughput (1.5Mbps) of the others. Then, the proposal achieved the target throughput for any
host. The average absolute difference between the target and measured throughput is 0.40Mbps,
the lower value confirm the effectiveness of the proposal.
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Figure 7.11: Results for priority host scenario with proposal.
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7.3.4 Results for Saturated Host Scenario
Figure 7.12 shows the concurrent throughput measurement results for three and four host cases
with the saturated host H3. H3 received the video streaming service, and was located in the same
room as the AP. Figure 7.13 shows the results for saturated host scenario. Two hosts case was
not examined because only one host remained other than the saturated host. The measured sin-
gle throughput for H3, S 3 = 1.47Mbps, is smaller than the obtained equal target throughput,
2.43Mbps for three hosts case and 2.27Mbps for four hosts case. Thus, S 3 was used for the target
throughput of H3, and the target throughput for the other hosts were updated. Then, the proposal
achieved the target throughput for any host. The average absolute difference between the target and
measured throughput is 0.48Mbps and 0.35Mbps for equal and required throughput allocation, the
small values confirm the accuracy of the proposal.
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Figure 7.12: Measurement results of concurrent throughputs with saturated host.
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Figure 7.13: Results for saturated host scenario with proposal.

7.4 Throughput Comparison between the Proposal and with-
out Proposal

Figures 7.14 and 7.15 compare the total throughput between the cases with the proposal and
without the proposal. With the proposal, the total throughput is reduced by 14.36% and 14.77% on
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average for iperf and web traffics, which is tolerable. The packet transmissions with high bit rates
to near hosts become reduced. The total throughput reduction cannot be avoided in achieving the
throughput fairness by giving more packet transmissions with low bit rates to distant hosts.
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Figure 7.14: Total throughput comparisons for with and without proposal for iperf traffic.
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Figure 7.15: Total throughput comparisons for with and without proposal for web traffic.

7.5 Evaluation with Multiple APs
This section evaluates the proposal through extensive experiments using the testbed system with
up to four APs and four hosts. Each AP is connected with one host.

7.5.1 Experiment Setup
Figure 7.16 shows the device configuration of the testbed system. Table 4.1 shows the hardware
and software specifications. Raspberry Pi 3 with TP-Link TL-WN722N wireless NIC [68] adapter
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was adopted as the software AP. Linux laptop PCs were used for both the management server and
hosts. The experiments for evaluations were conducted in the same field in Figure 4.1(a). Table 7.6
shows the locations of the hosts and the APs and the channel assignments in the experiments.
Considering fluctuations of measured throughputs, the measurements were conducted 12min in
each of six topologies, and their average results were used in evaluations.
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Management Server

Wireless Connection
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Figure 7.16: Device configuration of testbed system.

Table 7.6: Host and AP locations with channel assignments.

topology
number
of APs

channel assignment host and AP location
AP1 AP2 AP3 AP4 AP1 H1 AP2 H2 AP3 H3 AP4 H4

1 two 1+5 9+13 - - D307
in front
of D307 D307 D307 - - - -

2 two 1+5 9+13 - -
in front
of D307 D307 D307 D307 - - - -

3 three 1+5 1+5 9+13 - D307 D307 D307 D307 D307 D307 - -

4 three 1+5 9+13 5+9 -
in front
of D308

refresh
corner D307 D307

in front
of D305

in front
of D305 - -

5 four 1+5 9+13 4+8 7+11
in front
of D308

in front
of D308 D307

refresh
corner D306 D306

in front
of D301

in front
of D301

6 four 1+5 9+13 4+8 7+11
in front
of D308

in front
of D308 D307

refresh
corner

in front
of D305 D306

refresh
corner

refresh
corner

7.5.2 Throughput Results
Figure 7.17 to Figure 7.22 show individual throughput results for the six topologies, respectively.
Two APs, three APs, or four APs are concurrently communicating with hosts. In each figure, single
thr. represents the measured single throughput, concurrent thr. does the concurrent throughput
when all the hosts are communicating, target thr. refers to the target throughput that is given by
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the proposal, and measur. thr. does the measured throughput. From these graphs, we can observe
the following results:

7.5.2.1 Two APs

First, we discuss the experiment results in topologies 1 and 2 where two APs are concurrently
communicating with two hosts. Figure 7.17 and 7.18 show the throughput results. With the pro-
posal, the throughput fairness was successfully achieved among the hosts. In contrast, without the
proposal, the equal throughput was not achieved. However, the average measured throughput was
94.03% of the target throughput and average absolute difference between the target and measured
throughput was 1.24Mbps. This reduction will come from the overhead of applying traffic shaping
at the APs.

7.5.2.2 Three APs

Next, we discuss the experiment results in topologies 3 and 4 where three APs are concurrently
communicating with three hosts. Figure 7.19 and 7.20 show the throughput results. The measured
throughput after the proposal was similar among the hosts. The average measured throughput
was 88.95% of the target throughput and average absolute difference was 1.50Mbps, where the
overhead of applying traffic shaping at more APs became larger.

7.5.2.3 Four APs

Finally, we discuss the experiment results in topologies 5 and 6 where four APs are concurrently
communicating with four hosts. Figure 7.21 and 7.22 show the throughput results. Again, the mea-
sured throughput after the proposal was similar among the hosts. The average measured throughput
was further reduced to be 76.42% of the target throughput and also increase the average absolute
difference with 2.24Mbps. Thus, the throughput enhancement at the increasing number of APs
will be in future works.
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Figure 7.17: Throughput results for topology 1.
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Figure 7.18: Throughput results for topology 2.
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Figure 7.19: Throughput results for topology 3.
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Figure 7.20: Throughput results for topology 4.

7.5.3 Fairness Index and Total Throughput Comparison
Table 7.7 compares the Jain’s fairness index of the measured throughputs among the hosts and
their totals. In any topology, this index becomes very close to 1 with the proposal, whereas it
is much smaller than 1 without the proposal. However, the total throughput with the proposal is
smaller than that without the proposal, because the proposal gives higher chances to slower hosts
to transmit packets than to faster hosts. The solution of this tradeoff will be in future studies.

52



0

5

10

15

20

25

30

35

40

45

50

55

AP1-H1 AP1-H2 AP1-H3 AP1-H4

T
h

ro
u

g
h

p
u

t 
(M

b
p

s)

single thr. (before proposal) concurrent thr. (before proposal)

target thr. measur. thr. (after proposal)

AP2-H2
AP1-H1 AP3-H3 AP4-H4

Figure 7.21: Throughput results for topology 5.
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Figure 7.22: Throughput results for topology 6.

Table 7.7: Fairness index and total throughput comparisons.

topology
fairness index total throughput

without
proposal

proposed
approach

without
proposal

proposed
approach

1 0.841 0.999 46.10 38.77
2 0.779 0.999 48.18 39.23
3 0.823 0.998 44.28 37.84
4 0.718 0.999 49.92 35.22
5 0.768 0.990 52.78 34.65
6 0.662 0.970 37.50 22.89

7.6 Summary
In this chapter, we presented the implementation and evaluation of throughput control method in
WLAN. First, we introduced the implementation procedure of the proposed method in the WLAN
testbed. Then, we evaluated the proposal through several testbed experiments using single or
multiple APs. In the next chapter, we will present the related works of this study.
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Chapter 8

Related Works in Literature

This chapter briefly discusses related works in literature. A number of research works have ad-
dressed the throughput unfairness problem in WLAN.

In [75], Hwang et al. studied the fair throughput allocation issue in a multi-rate WLAN. Hence,
they proposed a network-wide association scheme with traffic control that defines the possible data
traffic from an access point to clients based on throughput allocation algorithm. The proposal is
verified by simulation. In contrast, our approach is implemented at the AP by using conventional
Linux command.

In [76], Abuteir et al. proposed a software defined networking (SDN) based wireless network
assisted video streaming (WNAVS) method to ensure the fairness among the stations. The pro-
posal uses traffic shaping to control packets based on bandwidth allocation for users and network
traffic statistics. However, their method is limited to video applications and cannot allocate the
equal throughput. In contrast, our approach is generic for various applications and ensure the fair
throughput among the users.

In [77], Lei et al. presented a fair bandwidth allocation approach, which allocates the band-
width based on the user needs and priority. Then, they adopted the association algorithm based on
client demands, which selects the optimal associating AP according to transmission time demanded
by all the associating client. This method does not provide the fair throughput when multiple APs
are concurrently communicating with the hosts.

In [78][79], Fang et al. and Kongsili et al. considered the air-time assignment policy for propor-
tionally allocating the fair throughput to the hosts in WLAN while increasing the overall network
throughput. On the other hand, our approach allocates the equal throughput to the concurrently
communicating hosts in WLAN with single or multiple APs.

In [80], Mansy et al. presented a quality of experience (QoE) metric for adaptive video streams
to ensure fairness at the network layer. They designed a max-min fairness problem based on this
QoE metric to enforce throughput allocations in the home network. The traffic shaping is adopted
to control the data traffics.

In [81], Høiland-Jørgensen et al. presented a network layer queuing management scheme to
ensure the proportional fairness among the competing hosts in WLAN while increasing the overall
throughput. However, their approach cannot ensure the equal throughput performance among the
hosts. It was implemented at the AP with no modification at the MAC layer protocol.

In [82], Blough et al. dealt with the interference-aware proportional fairness in dense WLANs
by considering the signal to noise ratio (SNR) level at receiving stations. In their approach, the
SNR is used to estimate the optimum data transmission rate based on the channel condition in
order to allocate the fair throughput among the competing hosts. While this method can increase
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the network throughput, there is still a problem on the throughput allocation among the hosts when
considering the equal throughput performance.

In [83], Yan et al. investigated the performance anomaly problem in multi-rate WLAN. Thus,
they proposed a MAC optimization technique for maintaining the proportional throughput fairness
by altering the contention window based on the data rate and packet size. It was implemented at
the MAC layer and was verified by simulations. In contrast, our approach is implemented in the
real testbed system and ensures the fair throughput among the hosts when they are concurrently
communicating with single or multiple APs.

In 0[84], Wu et al. investigated the TCP unfairness problems caused by interactions between
TCP and Medium Access Control (MAC) protocol. They introduced the Selective Packet Marking
with ACK Filtering (SPM-AF) and Least Attained Service (LAS) queue management scheduling
techniques to mitigate the unfairness problem, and verified them through simulations. In contrast,
our proposal ensures the fair (equal) or required target throughput to the hosts by controlling the
packet transmission, and the effectiveness is verified by real testbed experiment.

In [85], Banchs et al. introduced an algorithm to ensure the throughput fairness in virtual
WLANs by adopting the control theory. This proposal applied the proportional integrator (PI)
controller, to adjust the contention window size of each virtual WLAN to achieve the optimal
performance. The effectiveness of this method is verified by simulations. However, in reality,
changing the contention window size is difficult because hardware modifications are required. In
contrast, our proposal ensures the fair throughput or provide the necessary throughput to the hosts
in WLAN. The effectiveness is verified by the real testbed where hardware modifications are not
necessary.

In [86], Abeysekera et al. proposed a method to reduce the unfairness between downlink and
uplink flows by amending the random backoff mechanism of the IEEE 802.11 MAC protocol at
the AP. They verified it through simulations using TCP and UDP flows. On the other side, we
implement a testbed for the throughput fairness in WLAN as well.

In [87], Park et al. observed the unfairness problem among the wireless stations in TCP which
can be caused by interactions of the asymmetric property of the TCP congestion and the MAC
contention control. Hence, they proposed a cross-layer feedback approach at the transport layer and
the link layer for ensuring the per-station fairness. However, the implementation can be difficult
because it works on the MAC layer. On the contrary, in our approach the throughput fairness
can be achieved by assigning the equal target throughput to every host by maintain the proper
communication time.

In [88], Kim et al. examined the throughput unfairness problem in WLAN that is caused
by unequal frame error rates (FERs) among the hosts and the absence of loss differentiations
in the automatic repeat request (ARQ) protocol, which can lead to the imbalance of the outage
probability and the access probability among hosts. The authors proposed the enhanced distributed
coordination function (DCF) by adopting the hybrid automatic repeat request (HARQ) with Chase
combining (HARQ-CC) to solve both imbalance problems. The performance of the method was
demonstrated both mathematically and through MATLAB simulations. However, for the practical
implementation, the Media Access Control (MAC) layer protocol needs to be modified. On the
other hand, our proposal can be implemented by calling the Linux commands from the application
program. It does not need modifying the MAC protocol implementation.

In [89], Akimoto et al. observed that the locations of mobile terminals (MTs) in the network
result in different coverages, where some terminals may cause the hidden terminal problem. This
problem degrades the throughputs of the affected terminals while others have the high throughputs.
To address this issue, the authors proposed the mobile terminal allocation scheme using virtual
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sector (VS) where terminals are classified into groups by their coverages. Terminals in one group
can sense each other during data transmissions to avoid the hidden terminal problem and solve
the throughput unfairness. However, our experiment results show that the throughput unfairness is
observed even if stations do not suffer from the hidden terminal problem, when they communicate
from different relative distances from the AP.

In [90], Priya and Murugan studied the unfairness problem for simultaneous uplink and down-
link TCP flows by considering the optimum queue selection. They designed a two queue approach
where the primary queue holds the TCP data packets while the secondary queue holds acknowl-
edgement (ACK) packets. In this method, the optimal queue size is identified by the probability or
priority scheduling approach. In the priority scheduling, the ACK packets are given the higher pri-
ority and are transmitted before the data packets. In the probability scheduling, the AP selects the
queue based on the optimal probability p to ensure the fairness, where p is calculated considering
the number of the uplink and downlink flows.

In [91], Kim et al. investigated the asymmetric behaviors between the uplink and downlink
TCP flows. They designed an adaptive backoff algorithm by estimating the backlog size (number
of nodes that have packets) for the uplink/downlink in order to achieve the fairness and optimize
the throughput. The ideal uplink and downlink transmission probabilities are derived based on the
backlog estimation as a function of the backlog size.

In [92], Lei et al. studied the airtime fairness in WLAN. They presented the improved active
queue management (IAQM) algorithm for solving the unfairness problem of WLAN by setting the
different queue length based on their data rates so that each host gets the fair channel usage time.
In contrast, our proposal achieves the throughput fairness using the traffic control command for
traffic shaping.

In [93], Le et al. proposed a method to solve the unfairness problem by allowing each station
to choose an appropriate contention window size based on the cost function. They implemented it
into the MAC layer and verified it through simulations.

In [94], Garroppo et al. observed that the performance of the 802.11 standard is severely
degraded when a single station experiences the poor channel condition against the AP. This per-
formance anomaly occurs due to the simple FIFO scheduling manner employed in the AP and the
max-min fairness of the CSMA/CA protocol. In order to overcome this problem, they proposed
the Deficit Transmission Time (DTT) scheduler to ensure the fair air-time usage to all the associ-
ated stations. The Wireless Channel Monitor (WChMon) tool is used to estimate the maximum
attainable throughput towards the specific station. However, the major drawback of this tool is the
dependence to the specific network card and driver.

Most of the works in literature focus on the throughput fairness among hosts when they commu-
nicate with one AP. They do not consider multiple APs. On the other hand, our proposal considers
both single and multiple APs in WLAN, and also provides the demanded throughput to one host
when multiple hosts communicate with an AP. The proposal adopts simple Linux commands for
easy implementations on real devices, and is evaluated through experiments using real devices.
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Chapter 9

Conclusion

This thesis presented the throughput control method for concurrently communicating multiple-
hosts in wireless local-area networks (WLANs).

Firstly, I surveyed the IEEE 802.11 wireless network technologies related to this thesis, in-
cluding the overview of IEEE 802.11 WLAN, channel access modes in IEEE 802.11 MAC, IEEE
802.11n protocols, Linux tools for wireless networking, traffic shaping, and Jain’s fairness index.

Secondly, I reviewed our previous studies related to this thesis, including the elastic WLAN
system, the testbed implementation using Raspberry Pi APs, and the TCP fairness control method.

Thirdly, I presented the measurement results for throughput unfairness observations when
multiple-hosts concurrently communicate with the single/multiple APs.

Fourthly, I proposed the fair throughput control method to solve the throughput unfairness
problem among the concurrently communicating hosts in WLAN. Also, I proposed the demanding
throughput control method to meet the demand throughput request of the host. To meet the fair
or demanded throughput request, these methods measure the single and concurrent throughput for
each host, calculates the channel occupying time, derives the target throughput to satisfy the fair
or demanded throughput request, and controls the traffics to achieve the target throughput of every
host by applying traffic shaping at the AP.

Finally, I implemented the proposal in the elastic WLAN system testbed that uses Raspberry Pi
for the APs. At first, I evaluated the proposal when multiple hosts communicate with the single AP
at the same time by taking into account various throughput request scenarios. After that, I evaluated
the proposal by extensive experiments when multiple hosts communicate with multiple APs at the
same time in an equal throughput scenario. The experiment results confirmed the effectiveness of
the proposal.

In future studies, I will generalize the proposal to consider multiple hosts for each AP under
multiple APs and the host mobility in the network. I will also study the application of the proposal
in allocating the demanded throughput to the priority host when multiple hosts communicate with
multiple APs. Then, we will evaluate our proposals in various network scenarios.
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