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Abstract

Recently, the computing ability of a personal computer (PC) has been greatly increased with the
faster CPU clock cycle, the more number of CPU cores, the larger memory size, and the higher
storage capacity/access speed. Besides, a PC can be available with a low cost. As a result, the
collection of PCs that are owned by users in an organization, called user-PCs in this thesis, will
provide a significantly efficient computing platform with a very small cost for complex computa-
tional projects by running them on the idling resources of user-PCs.

To realize this concept, in this thesis, I present the design and implementation of the user-PC
computing (UPC) system platform for a low-cost and high performance distributed computing
based on the master-worker model. The UPC system offers computation capabilities for the mem-
bers in an organization by using the idling computing resources of their PCs.

In the UPC system platform in this thesis, a user can submit a job from the web browser. Then,
the web server sends the job to the UPC master. Besides, a user application program can submit
a job to the master through the shared storage or the FTP service. When the master accepts a job,
it will assign the job to an idling UPC worker, and receive the result from it after the completion.
After that, the UPC master will return the result to the web browser of the user.

As the first contribution of the thesis, I present the design and implementation of the UPC
system platform. The Docker container technology is adopted in the UPC system to solve envi-
ronment dependency problems at running various jobs on various PCs. Docker is a software tool
that has been designed to make it easier to create, deploy, and run an application program on var-
ious platforms using the container technology by bundling the required software. The container
allows the application developer to package up the required software to run the application pro-
gram, such as libraries, middleware, parameters, and other dependencies, into one package called
the container image, to be shipped out. By using Docker, the UPC system allows various jobs or
applications to run on user-PCs as workers with different platforms and environments.

As the second contribution of the thesis, I implement the UPC web interface using HTML,
CSS, and JavaScript. The web server is implemented using Node.js that is the open source server
that offers the running environment of JavaScript programs. The users can easily submit the job
and download the results by accessing to the web interface through the web browser.

As the third contribution of the thesis, I implement the two online job acceptance functions.
Previously, the UPC system only accepts jobs from local users manually using the web interface
and the UPC web server runs in private networks due to cost and security concerns. Some appli-
cation systems will need to submit the jobs automatically to the UPC system for speeding up their
job processing time. The first function uses Secure Shell File Transfer Protocol (SFTP) to interact
the UPC web server with the files in the application system over the reliable data stream. The sec-
ond function uses cloud storage to share the files with the application system. For evaluations, we
adopt Android programming learning assistance system (APLAS) and Exercise and performance
learning assistant system (EPLAS) as the application systems, which require the more CPU ability



and have been developed in our group. The experiment results show that all jobs from the both
systems are successfully accepted and the total CPU time is reduced by 90.5% for APLAS and
55.1% for EPLAS of the original, respectively.

As the fourth contribution of the thesis, I implement the job migration function. By adopting
this job migration, the UPC system can accelerate the job completion by dynamically migrating or
moving it to a faster PC when it becomes idling. The function is implemented using the two open-
source software named Checkpoint Restore in Userspace (CRIU) and Podman. CRIU can save all
the data related to the running job into image files, which is called Checkpointing. Podman can
manage the containers with the same permissions as the user who launched the containers. CRIU
can create the checkpoint and restore the running containers (jobs.) To evaluate the implemented
function, we conducted extensive experiments using the testbed UPC system with 14 jobs, six
workers of different specifications, and three job scheduling algorithms considering the migration.
In these experiments, first, we verified the validity of the implemented migration function. Then,
we confirmed the effectiveness of the function by comparing the job completion performances
when three scheduling algorithms were adopted. The results show that the total CPU time and
makespan by the algorithms are significantly reduced by improving the resource utilizations and
balancing the workloads of the workers through the dynamic migration.

As the last contribution of the thesis, I implement the job running backup function. Some
jobs may require the long CPU time to be completed. Then, it can increase the probability of
causing a failure of the worker while running a job. To avoid it, the current state of running the job
on the worker should be automatically backed up so that the job should run from the backed up
state on another healthy worker. CRIU is periodically applied to capture the job running state of
the running job at a worker and it is controlled by the Python script. When the master detects the
failure, it automatically migrates the job to another worker. To evaluate the function, we conducted
experiments using the testbed UPC system with 14 jobs and six workers of different specifications,
and confirmed that the proposal successfully resumes the job running from the interrupted point at
another worker.

The automatic Docker image generation for a newly submitted job, the use of GPU devices
for workers, the automatic join/leave of workers, and the collaboration of multiple masters for the
scalable UPC system will be in future works.
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Chapter 1

Introduction

1.1 Background

Recently, the computing ability of a personal computer (PC) has been greatly increased with the
faster CPU clock cycle, the more CPU cores, the larger memory size, and the higher storage ca-
pacity/access speed. PCs are usually available with very low costs. As a result, the collection of
PCs that are owned by users in an organization, called user-PCs in this thesis, will provide a sig-
nificantly efficient platform with very small costs for complex computational projects by running
them on their idling resources. To realize this concept, we have studied the User-PC Computing
(UPC) system as a low-cost and high performance distributed computing platform based on the
master-worker model [1]].

The UPC system offers high computational powers for the members in the organization by
using the idling computing resources of their PCs [2]. In addition, the UPC system is different
from the Volunteer Computing (VC) system [3]], it can achieve the high dependency by using the
trusted PCs in the same organization or group. Figure(l.1|illustrates the UPC system overview. In
the UPC system, a user may submit a job from the web browser to the web server. Then, the web
server sends the job to the UPC master, which will assign the job to a UPC worker and receive
the result from it after the completion. After that, the UPC master will return the result to the web
browser of the user.

The UPC system allows various application programs to run on various PC environments for
workers using Docker [4]. Docker is a popular software tool that has been designed to make it
easier to create, deploy, and run an application program on various platforms using the container
technology [3]]. The Docker container image is a lightweight, standalone, and executable package
containing all the software that need to run the application program. It includes the source codes,
the runtime environments, the system tools, the system libraries, and the setting parameters.

The usage flow of the UPC system consists of seven steps: 1) a user submits computing projects
(jobs) from the Web browser to the UPC master via the Web server, 2) the master generates the
Docker image for each job, 3) the master finds the schedule of assigning the jobs to the UPC
workers, 4) the master transmits the Docker images of the jobs to the scheduled workers, 5) the
UPC worker computes the assigned job using the Docker container and transmits the result to the
master when it is finished, 6) the master receives the job result from the worker, and 7) the master
returns the project result to the user when it receives the results for all the jobs from workers.
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Figure 1.1: Overview of UPC system.

1.2 Contributions

In this thesis, I have carried out the following research contributions.

1.2.1 Docker based UPC System Platform

The first contribution of the thesis is the design and implementation of the UPC system platform
using Docker [1]]. By adopting Docker, the UPC system allows various jobs or applications to
run on user-PCs as workers with different platforms and environments. There are three main
components in the UPC system: the web server, the UPC master, and UPC workers. The user
submitted jobs are transformed into the container based jobs, so called, Docker image at the UPC
master. The Docker image consists of all the necessary software to run the application program
(job), such as the libraries, the middleware, the parameters, and the other dependencies, and this
images are distributed to the UPC workers for carrying out the execution process.

1.2.2 'Web Interface Submission

The second contribution is the implementation of the web interface in the UPC system for job
submissions by the users [4]. The UPC web interface is implemented using HTML, CSS, and
JavaScript for submitting the jobs and downloading the results by the user. It is hosted on the web
server, which is implemented using Node.js [6]. Node.js is the open source server that can run on
multi-platforms of Linux, Windows, and Mac OS, and offers the running environment of JavaScript
programs on the server.

1.2.3 Online Job Acceptance

The third contribution is the implementation of the two online job acceptance functions for sub-
mitting the jobs by the outside application systems [7]]. For the first function, we adopt SSHF'S as
the filesystem client [8|]. The application system needs to install ssh client, creates job and result
directory, and allows port 22. Then, the web server can interact with the remote file system via



SFTP for accessing and transferring files over reliable data streams. For the second function, we
adopt pCloud as a free cloud storage service [9]]. Directories of the jobs and the results are made in
pCloud where the application system can freely access to them via http protocol. For the file access
to pCloud API from the web server, the downloading and uploading functions are implemented by
JavaScript at the web server.

1.2.4 Dynamic Job Migration

The fourth contribution is the implementation of the job migration function [10]. By adopting
this job migration, the UPC system can accelerate the job completion by dynamically migrating
or moving it to a faster PC when it becomes idling. It is implemented using the two open-source
software, named Checkpoint Restore in Userspace (CRIU) and Podman. CRIU can save all the data
related to the running job into image files, which is called Checkpointing. Podman can manage
the Docker containers. Besides, since these tools have been developed for Linux OS, Windows
Subsystem for Linux (WSL) is added at the additional layer to cover for the PCs running on Windows
OS. WSL enables the PC to run Linux distributions directly on WindowslI0 alongside Windows
applications, without the overhead of a traditional virtual machine.

1.2.5 Job Running Backup

The fifth contribution is the implementation of the job running backup function [11]. Some jobs
may require the long CPU time to be completed. Then, it can increase the probability of causing
a failure of the worker while running a job. To avoid it, the current state of running the job on
the worker should be automatically backed up so that the job should run from the backed up state
on another healthy worker. CRIU is periodically applied to capture the job running state of the
running job at a worker and it is controlled by the Python script. When the master detects the
failure, it automatically migrates the job to another worker.

1.3 Contents of This Dissertation

The remaining part of this thesis is organized as follows: Chapter [2] presents the design and imple-
mentation of the UPC system platform using Docker. Chapter [3|presents the implementation of the
web interface for job submissions. Chapter | presents the implementations of the online job accep-
tance functions and the evaluations. Chapter [5| presents the implementation of the job migration
function and the evaluations. Chapter [6] presents the implementation of the job running backup
function and the evaluations. Chapter [7] reviews relevant works in literature. Finally, Chapter [§]
concludes this thesis with some future works.






Chapter 2

Implementation of Docker based UPC
System Platform

In this section, we present the design and implementation of UPC system platform using Docker
[1]. The UPC system is composed of the three components, the web server, the UPC master, and
UPC workers, shown in Figure[I.1] The implementations of the basic functions in each component
will be discussed.

2.1 Web Server

The web server is implemented by using Node.js [6]. Node.js is an open source server environment
and can run on various platforms including Linux, Windows, and Mac OS. It offers the running
environment of JavaScript programs on the server [6]. Thus, the following three basic functions
are implemented by JavaScript programs.

2.1.1 Three Basic Functions
In the web server, the following three functions are implemented with different threads.

e The job acceptance thread accepts the jobs submitted from the web browser. One job usually
consists of the source codes, the required platforms, and the library lists.

e The job transmission thread transfers the submitted jobs to the UPC master using SSH File
Transfer Protocol (SFTP) [8]].

o The result reception thread receives the results of the jobs from the UPC master and stores
them so that user can download them.

In our implementation, the Linux OS is adopted. The built-in module in Node.js is used to
listen to the server ports and give the responses to the UPC master. The browser page programs
are implemented using HTMLS5, CSS, and JavaScript.

2.2 UPC Master

The programs in the UPC master are implemented using Python. The Python multi-threaded mod-
ule supports powerful and high-level threads [12]]. Multiple workers are connected with the UPC

5



master, where one thread in the server program is allocated to each worker.

2.2.1 MySQL and Docker

MySQL [13] is adopted as the database system to manage the data of the UPC system.

The Docker container technology [14] is used to provide the flexibility and portability for
running various jobs on different worker platforms. It builds the Docker image to offer the software
environment for running each job, including source codes, libraries, middle ware, and parameters,
so that the job can run on any worker PC without considering the installed software.

2.2.2 Four Basic Functions

In the UPC master, the following four basic functions are implemented with different threads.

e The job management thread receives the request for a new job from the web server by detect-
ing the newly updated files using SFTP. Then, it prepares a new job by unzipping, inserting
and modifying the Docker file template, and builds and saves the complete job running en-
vironment.

e The worker management thread receives the joining request from a UPC worker. When
the master receives the request, it creates a new thread for the new worker, collects the
information on the worker, and stores them at the master’ database.

e The job transmission thread sends a job in the job queue to the assigned worker. It is repeated
until the job queue is empty.

e The result uploading thread sends the result from the worker to the web server using SFTP.

2.2.3 Docker Image Generation

The UPC master accepts the jobs from the web server. Then, for each job, it prepares the Docker
file that contains the list of the instructions to build the Docker image that bundles the environ-
ments and the applications, and executes it as a Docker container, shown in Figure 2.1 In our
implementation, the Docker file is automatically created by analyzing the list of the requirements
for the job from the user and the extensions of source codes.

i UPC Web server
1

<source code> dependenciesI

UPC Master UPC worker
i :
build run
- || — | &

1

! Docker

H Dockerfile image Docker

: G Container

Figure 2.1: Usage of Docker in UPC system.



Figure shows the details of the process. The UPC master performs the following steps to
generate the Docker Image for each submitted job.

1.
2.

It unzips the job, examines the program type, and explores the requirement list.

It compares and checks the information obtain in step 1 with the log data under the temporary
information directory that stores the previously built Docker image information.

. It refers the previous built Docker image if the running environment, libraries, and depen-

dencies are almost similar with the current job’s requirements.

. If not, it refers the base image of the previously built Docker image when only the running

environment is same.

. Otherwise, it generates a new Docker image for the current job by following the instructions

of the generated Docker file.

. It accesses to Public Remote Repository to download and install the necessary images, li-

braries, and platforms, and chooses the small and light package to reduce the image size to
a minimum.

. It saves them as a Docker image when successfully finished, and adds it in the correspon-

dence job list.

Docker Image (.tar)

1
1
i UPC Master |
| ____ addTemporary Access Remote Official’\i
| 1 information Repository !
I Source code 1 !
| 1 !
| ) 1 !
1 | examine program type 1 1
: (.py/.cpp/.c) : :
| 1 !
| generate build 1
I requirements.txt Docker File Docker Image :
1 |
I'| explore requirement :
: list(library, tools, 1
1 dependencies) save :
1
| 1
| 1
| 1

Figure 2.2: Docker image generation process at master.

2.2.4 Worker Management

When a PC joins the UPC system as a new worker, the UPC master collects the static performance-
related information of the PC, such as the memory size, the CPU clock rate, the number of cores,
and the hard disk size using psutil [15]. The master also periodically collects the dynamic perfor-
mance information of the PC, such as the percentage of the current resource usage and the available
resource status. The UPC master keeps all the information in the database. Thus, if the worker
cannot keep running the job because of the resource usage shortage, the UPC master can send the
stop alert of the running job to the worker, and the resume alert when resources are available to

use.



2.3 UPC Worker

The programs of the UPC worker are also implemented using Python. The Docker container
technology is installed to run the Docker image for each job on the worker assigned by the UPC
master.

2.3.1 Five Basic Functions

The following five basic functions of the UPC worker are implemented with different threads:

e The connection initiation thread finds the address and the port of the UPC master from the
socket. Then, the worker is connected to the master by sending the necessary information.

e The job reception thread receives the Docker image for the job with the .zar file and tem-
porarily allocates it in the disk space of the worker.

e The job execution thread starts to load and run the received Docker image as a container.

e The job restoring thread saves the current running states of the jobs in the hard disk and
sends the state to the master when the worker runs out all the available resources.

o The result transmission thread transfers the result of the job when successfully completing
it.

2.3.2 Job Control Function

In the UPC system, any running job on a worker must not disturb the use of the PC by the owner.
Thus, the job control function is implemented to stop the running container job and free the mem-
ory when the memory usage rate exceeds the given threshold, where 90% is selected from our
experiment results [4]]. The suspended job would be reloaded to the memory for resuming the job
when it falls below the threshold. We discuss the implementation of worker PC memory control
on Linux or Windows operating system.

First, we discuss the implementation for Linux. ‘kill’ command is used to stop the job. Then,
‘kill -STOP #ProcessName’ command is used to free the memory. If the job can run there again,
‘kill -CONT #ProcessName’ command is used to resume the job.

Next, we discuss the implementation for Windows. ‘taskkill’ command is used to stop the job.
Then, ‘Stop-Process -Name #ProcessName’ command is used to free the memory. If the job can
run there again, ‘Cont-Process -Name #ProcessName’ command is used to resume the job.

Figure 2.3 shows the change of the memory usage rate of the Convolutional Neural Network
(CNN) job program. The PC does not work properly at the fourth run. When it exceeds 90%, the
PC is hung up and needs to be rebooted, where all the running processes are lost. Therefore, the
memory usage rate for the UPC job must be carefully controlled to avoid the problem.

Figure shows the change of the memory usage rate when the same CNN job program runs
on the PC five times. Every time the rate exceeds the given threshold 90%, the job is automatically
stopped and about 36% of the memory is released to keep running daily processes by the PC owner.
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Figure 2.3: Memory usage rate without job control.
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Figure 2.4: Memory usage rate with job control.

2.4 Summary

In this chapter, we presented the design and implementation of UPC system platform using Docker.
We discussed the job control function and it can be avoided losing the PC owner’s processes due to
the running of the UPC jobs while the memory usage is high. In the next chapter, we will present
the implementation of UPC web interface for job submission.






Chapter 3

Implementation of Web Interface
Submission

In this section, we present the implementation of the UPC web interface. The users of the UPC
system can submit the jobs and download the results by accessing to this web interface through the
web browser. The implementation details will be discussed.

3.1 Operation Flow

Figure [3.1] illustrates the overview of the operation flow for submitting the jobs and accessing the
results using the UPC web interface.

€)> X @ O 417228235217 N @& =
User(web browser) User-PC Computing System UPC Web Server
Users Submit Jobs/Download Results jobs HTTP server
_________________ ->
HTTP request
Files Files
UL N o <vrus [ S—— (jobs) | |(result)
HTTP response Waiting
Runnin g
—
Finished 18
: I
S
@it
&1 S
wi >
12
<
UPC Web Interface Files | | Files

(jobs) | |(result)

UPC master

Figure 3.1: Operation flow of job submission and results accessing.

1. Upload Job: the user sends the http request to the web server for uploading the jobs by
calling the web interface. The jobs can be uploaded by clicking the NEW JOB UPLOAD
button. The jobs and result directories are prepared at the web server storage for keeping the
user uploaded jobs and the results from the master.
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2. Synchronize Job and Result: the jobs and results directories at web server are mounted with
the directories of the file system at the UPC master. Thus, the jobs and result files can be
synchronized between the web server and the UPC master using the SFTP protocol. The
UPC master will transform the submitted jobs into the container-based jobs using Docker
for processing at the workers and keeps the results from them.

3. Accessing Result: The http response will be sent to the user to download the results when
the master receives the results. The result files are synchronized between the UPC master
and the web server. The files appear on the web interface under the RESULTS DOWNLOAD
label. The user can easily download them by clicking the result files.

3.2 Web Server Platform

For the web server platform, we adopted the Linux for the operating system, Node.js for the
framework of implementing the HTTP web server and running JavaScript programs on the server,
HTMLS, CSS, and JavaScript for designing the web pages and controlling the file system as shown
in the Figure[3.2]

JavaSeri JavaScript,
. m;a cript conll  HTMLS, €SS
(file system control) (Web Interface)

Figure 3.2: UPC web server platform.

3.2.1 HTTP Web Server

Node.js is adopted for implementing the HTTP web server. Node.js has a built-in module called
HTTP, to allow transferring data over the Hyper Text Transfer Protocol (HTTP). The HTTP module
can create the HTTP server that listens to the server ports and gives the response back to the client.
Node.js also offers the running environment of JavaScript programs on the server. Due to the cost
and security concerns, the UPC web server runs on the private network in our implementation of
the UPC system.

3.2.2 Web Interface

The UPC web interface is implemented using HTML, CSS, and JavaScript. CSS stands for Cas-
cading Style Sheets and it is used to format the layout of a web page. In our implementation, the
internal CSS 1s used to define a style for the web interface.
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The two functions, uploadFile() and showUploadedFiles(), are implemented by JavaScript to
listen the user’s requests for uploading the jobs and showing the uploaded jobs and their processing

status, as shown in the Figure[3.3]

The HTTP POST request method is used in the uploadFile() function for carrying the data to
be written to the web server storage from an HTML form.

The HTTP GET request method is used in the showUploadedFiles() function for retrieving the
data from the web server storage and showing them on the UPC web interface as the response.
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Figure 3.3: Uploaded jobs and their processing status on UPC web interface.

3.2.3 File System Control

Managing the files (jobs/results) is one of the most important task for the Node.js web server.
Node.js provides the file system module (fs), for reading, creating, updating, and deleting the files.
As shown in Figure [3.4] the user can easily upload the jobs and download the results using the

Node.js file system module.
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Figure 3.4: Upload and download files on UPC web interface using fs module.
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The following three JavaScript functions are implemented in the web server for managing the
files:

1. The sendListOfUploadedFiles() function performs sending the list of the files to be uploaded
to the UPC web server by the user. The process is initiated when the POST request is
obtained from the uploadFile() function. In this function, the fs.readdir() method is used to
asynchronously read the contents of the user’s directory. The callback of this method returns
the list of all the file names in the directory.

2. The sendUploadedFile() function sends the files in the list obtained from the sendListOfU-
ploadedFiles() function. In this function, the fs.readFile() method is used to read the data
from the file. It will read all the data and save them into the buffer.

3. The saveUploadedFile() function saves the data from the buffer obtained from the sendU-
ploadedFile() function. In this function, the fs.createWriteStream() method is used to make
the writable stream for writing data in the file. This method is much better than fs.writeFile(),
when it is needed to write very large amounts of data.

---------------------------

4 A
/ Web Interface Submission 5
I 1
| 1
H 1
posT! ' | sendlListOfUp_ |sendUploaded | saveUploaded i UPC Web Server
~ | uploadFilel) = joadedrilesf) [|  File) | ) T
i ! HTTP server
— 1
Userhttp request i i Files || Files
i d jobs It
| |showUploaded i Uobe)resut
GETi | Files() i
“\\ III’

Figure 3.5: Use of JavaScript functions for web interface submission.

3.3 Summary
In this chapter, we presented the implementation of the UPC web interface. The users can easily

submit the jobs and access to the results through the web interface. In the next chapter, we will
present the implementation of online job acceptance function.
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Chapter 4

Implementation of Online Job Acceptance
Function

Previously, the UPC system only accepts jobs from local users manually through the UPC web
interface. Besides, the UPC web server runs in private networks due to cost and security concerns.
However, some application systems request to submit jobs online to the UPC system to enhance
their processing capabilities. In this section, we present the implementation of the two online job
acceptance functions. The implementation details will be discussed.

4.1 Online Job Acceptance Function

Some application systems will need to submit the jobs automatically to the UPC system for speed-
ing up their job processing time. To realize it, two approaches using Secure Shell File Transfer
Protocol (SFTP) and a cloud storage are considered and implemented for the online job accep-
tance functions in the UPC system.

For the first approach, we adopted SSHFS as the filesystem client [|16]]. The UPC web server
interacts with the files (jobs) in the application system over the reliable data stream via the SFTP
data communication protocol.

For the second approach, we adopted pCloud as a free cloud storage service [9]]. The storage
space can be accessed by calling the pCloud API for getting the jobs and sending the results to the
pCloud directory of application systems by the web server.

4.1.1 Online Job Acceptance Function using SFTP

The first approach, online job acceptance function using SFTP, is implemented at the web server
using JavaScript. SSHFS is actually adopted, because it can mount and interact with directories
and files located on a remote server as the filesystem client using:

$ sudo sshfs app_system @public_ip_address:/ upc_web_server @private_ip_address:/

The web server can interact with the remote file system via SFTP by providing the file access,
file transfer, and file management over any reliable data stream. Then, the application system only
needs to prepare the directories for jobs and results at its own storage space and allow port-22
for SSH with authorized access by the UPC web server. As shown in Figure an application
system, which has its own public server, can use this approach to send the jobs, and process them
at the UPC system.
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Figure 4.1: UPC online job acceptance using SFTP.

4.1.2 Online Job Acceptance Function Using Cloud Storage

The second approach, online job acceptance function using a cloud storage, is implemented at the
web server using JavaScript. pCloud is adopted as the free secure cloud storage. For file access to
the pCloud API, pcloudCLient.downloadFile(fileLink, file.name) and pcloudCLient.uploadFile
(localResultsFile.name, localResultsFile.path, cloudFilePath) are used by the web server. The
directories for adding jobs and accessing results are prepared in pCloud. As shown in Figure 4.2}
an application system, which runs on the private server, can use this approach to send the jobs and
process them at the UPC system.

Application System

pcloudCLient.uploadFile()

Figure 4.2: UPC online job acceptance using cloud storage.

4.2 Evaluation of Online Job Acceptance Function

For evaluations, we adopt Android programming learning assistance system (APLAS) [|17] and Ex-
ercise and performance learning assistant system (EPLAS) [18]] as the application systems, which
require the high CPU capabilities and have been developed in our group.

4.2.1 Evaluation Setup

Table 4.1 shows the specifications of the master PC and the six worker PCs that are connected with
the master through the 100Mbps wired in our experiments, and the specification of the servers for
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APLAS and EPLAS.

For processing the APLAS jobs, we apply the multi-threading technique to increase the effi-
ciency of worker PCs. Extensive measurements were conducted to find the best number of threads
for each worker PCs. Table 4.1]also shows the different number of threads usage on each PCs for
executing the APLAS jobs.

Table 4.1: PC specifications in experiments.

#of | cloc. | mem.(GB) | disk (GB) # of

PC CPU core | freq. | avl. | total | avl. | total | Thread
PC-1 corei3 4 1.7 2 4 64 500 1
PC-2 coreis 4 2.6 2 4 64 500 1
PC-3 corei5 4 2.6 2 4 64 500 1
PC-4 corei? 8 34 4 8 64 500 4
PC-5 corei9 16 3.6 8 16 64 500 5
PC-6 corei9 20 3.7 8 16 64 500 6

Master corei5 4 3.2 8 8 225 | 225

APLAS AMD Opteron 4core | 4 26 | 11 11 100 | 100

server

ES};:;S corei5 4 2.2 8 8 1000 | 1000

4.2.2 Results for APLAS Jobs with SFTP

Currently, APLAS []17] offers six assignments of Android applications to the students, called Bas-
icAppX1, BasicAppX2, ColorGame, SoccerMatch, AnimalTour, and MyLibrary. Table .2] shows
the number of jobs, the CPU time at using the APLAS server only, and the CPU time at using the
UPC system together for each assignment. The total CPU time can be reduced by 90.5% by using
the UPC system together through the online job acceptance function with SFTP.

Table 4.2: CPU time for APLAS.

. Assign APLAS jobs in UPC #. of CPU time

Type of job job APLAS
PC-1 | PC-2 | PC-3 | PC-4 | PC-5 | PC-6 APLAS with UPC

BasicAppX1 2 4 4 6 10 24 50 | 06:02:19 | 00:24:39
BasicAppX2 2 3 3 8 15 19 50 | 04:04:29 | 00:26:54
ColorGame 1 3 3 8 15 20 50 | 04:19:06 | 00:27:06

SoccerMatch 2 3 3 11 20 24 50 04:32:29 | 00:28:11
AnimalTour 0 4 4 8 15 27 50 | 03:52:19 | 00:20:34
MyLibrary 1 4 4 11 20 24 50 | 03:16:48 | 00:20:44
Total 335 | 26:07:30 | 02:28:08
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4.2.3 Results for EPLAS Jobs with Cloud Storage

Currently, EPLAS [|18]] offers contents to practice five Yoga poses, namely, Mountain pose, Side-
bend pose, Warrior pose, Seated 1 pose, and Seated 2 pose.Table shows the number of jobs,
the CPU time at using the EPLAS server only, and the CPU time at using the UPC system together
for each pose. The total CPU time can be reduced by 55.1% by using the UPC system together
through the online job acceptance function with pCloud. 1t is noted that in the UPC system, the
jobs cannot run on three workers, PC-1, PC-2, and PC-3 due to the memory shortage. By installing
additional memories or new worker PCs with sufficient memories, it is expected to further reduce
the CPU time by the UPC system.

Table 4.3: CPU time for EPLAS.

. Assign EPLAS jobs in UPC | #. of CPU time

Type of job job EPLAS
PC-4 | PC-5 PC-6 EPLAS with UPC

Mountain pose 12 14 15 41 00:20:37 | 00:09:17
Side-bend pose | 12 14 15 41 | 00:11:22 | 00:09:06
Warrior pose 12 14 15 41 | 00:27:43 | 00:09:26
Seated 1 pose 12 14 15 41 | 00:24:47 | 00:09:13
Seated 2 pose 12 14 15 41 | 00:18:42 | 00:09:15
Total 205 | 01:43:11 | 00:46:17

4.3 Summary

In this chapter, we presented the implementations of the online job acceptance functions using
the SFTP and a cloud storage in the UPC system. The experiment results using APLAS jobs and
EPLAS jobs showed that the jobs were successfully accepted from the application systems, and
the total CPU time of completing the jobs was reduced by 90.5% for APLAS jobs and 55.1%
for EPLAS jobs respectively. In the next chapter, we will present the implementation of the job
migration function.
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Chapter 5

Implementation of Job Migration Function

In this chapter, we present the implementation of the dynamic job migration function in the UPC
system. It uses two open-source software named Checkpoint-Restore in Userspace (CRIU) and
Podman. CRIU can save all the data related to the running job into image files, which is called
Checkpointing. Podman can manage the Docker containers. Besides, since these tools have been
developed for Linux OS, Windows Subsystem for Linux (WSL) is added at the additional layer to
cover for the PCs running on Windows OS. WSL enables the PC to run Linux distributions di-
rectly on Windows 10 alongside Windows applications, without the overhead of a traditional virtual
machine.

5.1 Job Migration Function

In the UPC system, any job is processing inside the Docker container, which allows the dynamic
migration of a job that is currently running on one worker, to another one. After the job is migrated,
it can continue executing the remaining part of the job. By adopting this job migration function, the
UPC system can accelerate the job completion by dynamically migrating it to a faster PC when it
becomes idling. Besides, the system can avoid job completion failures due to the memory shortage,
the full occupation of the CPU cores, or the hardware trouble.

5.1.1 Job Migration Process

The job migration is the process of moving all the resources associated with the running job on
a worker to another one. The migration process actually consists of: (a) saving the states of the
memory and CPU including the registers and the data processing elements (pipeline) in the current
PC, and (b) initiating them in the new PC.

For this function, Linux allows the user to access the /proc file system which stores the infor-
mation related to the running processes. Using CRIU (Checkpoint and Restore in User space) tool
[19], the process state can be captured and initiated at the specified points.

5.1.1.1 State Capturing

To capture the state of the job on a PC, CRIU collects the following information of the process and
dumps them into the image files, as shown in Figure 5.1}

1. Process’s threads under /proc/$pidjtask/ directory,
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2. Children threads under /proc/$pidftask/$tid/children directory,
3. Memory contents under /proc/$pid/smaps and Jproc/ $pid/map _files directories,
4. File descriptors under /proc/$pid/fd directory, and

5. Core(pipes) parameters for the pipeline from /proc/$pid/stat file.

In the UPC system, any job is executing inside the Docker container, where CRIU cannot
correctly create checkpoint and restore the jobs. To overcome this limitation, we adopt the Pod-
man container management tool [20]. It can manage the entire container ecosystem and support
multiple container image formats, including Docker images. Podman does not require a daemon
running as root to launch and manage containers. It can run with the same permissions as the user
who launched the containers. Therefore, it enables CRIU to create the checkpoint and restore the
running containers (jobs).

—| /proc file system =

| Process’s thread's | | Children’s threads |

| Memory contents | | File descriptors |

Core parameters ‘

dump

tar.gz

Figure 5.1: State capturing at PC.

5.1.1.2 State Restoring

To restore the captured state on a new PC, CRIU reads the image files, and restores the shared files
and the memory areas by creating the corresponding processes at the PC. Then, it recreates the
processes by repeatedly calling the fork() process creation function until the basic task resources
such as the memory mappings for exact location, the timers, the credentials, and the threads are
successfully restored.

Read the image files
tar.gz .
|::> & create main

process
I
¥
Create Restore the shared
corresponding files and memory
processes areas
A T

fork() process creation function

Figure 5.2: State restoring at new PC.
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5.1.2 Software Tools

The job migration function at a UPC worker is implemented using Podman 1.6.2 and CRIU 3.14,
and Python codes to control them.

Podman 1.6.2 is used to manage the Docker container jobs during the job migration process at
the UPC worker.

CRIU 3.14 is used to create the checkpoint and restore the jobs in the Docker container during
the job migration process at the UPC worker. It restores the job programs into one or multiple
image files.

5.1.3 Worker Search for Migration

The following steps are performed to search for an available worker to be migrated.

1. The jobs are requested by the relevant worker one after the other until the queue becomes
empty.

2. The master changes the worker status into ‘busy’ while job is processing at the worker.
3. The master changes the worker status into ‘free’ when all jobs in the queue are finished.

4. The master finds the ‘busy’ worker, where the job is running that has maximum CPU time
reduction.

5. The master sends the ‘checkpoint’ alert to the selected ‘busy’ worker and ‘restore’ alert to
the ‘free’ worker.

5.1.4 Procedure of Job Migration Function

The job migration function can migrate the currently running job on a worker to another one by
the following steps. Any command is issued at UPC master through SSH. The migration function
is called after source (’busy’) and destination (’free’) workers are selected for the job migration.

1. Suspend the running container in the current worker when checkpoint alert is received by:
$ sudo podman container stop job:latest

2. Make the checkpoint image file to save the job state by:
$ sudo podman container checkpoint -1 —export=job.tar.gz

3. Remove the job from the job queue in the worker by:
$ sudo os.remove(upc @upcworkerl:/workerl/ queue/job)

4. Send the checkpoint image file to the UPC master by:
$ sudo scp upc@upcworkerl:/job.tar.gz upc @upcmaster :/checkpoints/worker1/

5. Send the checkpoint image file to the worker that receives the restore alert by:
$ sudo scp upc@ upcmaster:/checkpoints/worker1/job.tar.gz upc @upcworker2:/

6. Restore the running state of the job from the checkpoint image file in the worker by:
$ sudo podman container restore —import=job.tar.gz

7. Run the restored job in the worker by:
$ sudo podman run -d -it -name jobrestore job:latest
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5.1.5 WSL Layer in Windows PC

Windows Subsystem for Linux (WSL) allows users to run the applications on Windows without
the overhead of a traditional virtual machine. By adding WSL layer on the Windows as shown in
Figure @ CRIU and Podman can be installed on the Linux kernel of the host OS (Windows).
In the UPC system, the jobs are running as the Docker container at the workers using the full
resources of the host OS. The running container can be managed from the WSL Linux terminal for
carrying out the migration process.

Host OS (Windows)
Windows Subsystem for Linux (WSL)

Docker Integration
package Terminal

Docker (run app)
Daemon

Docker Desktop

Volume Mount
(/mnt/c)
L

Figure 5.3: Run Docker container on Windows with WSL.

5.1.6 Job Migration Limitation

To migrate a job (process), it is necessary to save the several resources such as the CPU state,
the memory state, the network state, and the disk state as the image files. The resource formats
are different among different OS. As shown in Figure [5.4] a job can be successfully migrated
(checkpoint/restore) from one PC to another which is running the same OS.

a [ ] H Checkpoint image Restore image

Worker-1 UPC Mast
aster

@ Ecmu @ %{:w

podman| [ £5§ podman
Checkpoint image Restore image
—_— —_—

Worker-1 Worker-2
__________ | UPC Master e e e e o |
1 1

) @
1 / écmu : ! Ecmu .
1 podman 1 podman I
: WSL+Docker : : WSL+Docker :

Figure 5.4: Job migration between same OS worker PCs.
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5.2 Evaluation of job migration function

In this section, we evaluate the implemented job migration function in the UPC system through
extensive experiments using the testbed system.

5.2.1 Evaluation Setup

Table [5.1] shows the specifications of the UPC master and the six UPC workers. The workers are
connected with the master through the 100Mbps wired in our experiments. These workers can be
classified into two groups by the number of CPU cores. PC-1, PC-2, and PC-3 are into the first
group. PC-4, PC-5, and PC-6 are into the second group. As the running jobs with the different
number of threads usage in the UPC system, five C, two C++ and seven Python programs are
selected as shown in Table

Table 5.1: Worker specifications.

# of | clock | memory(GB) | disk(GB)

CpPU

PC # core | freq. | aval. | total aval. | total
PCl1 i3 4 1.7 2 4 64 | 500
PC2 i5 4 2.6 2 4 64 | 500

PC3 i5 4 2.6
PC4 i7 8 34
PC5 19 16 3.6
PC6 19 20 3.7
Master | 15 4 3.2

4 64 | 500
8 64 | 500
16 64 | 500
16 64 | 500
8 225 | 225

0| OO OO | N

Table shows the measured CPU time when each job runs on each worker. The two C
programs, Network Simulator, Optimization Algorithm, are single-thread programs for wireless
networks [21]]. They have been developed in our group. The CPU time is not much different
among the workers except PC-1, because it does not have the maximum turbo frequency feature.
The remaining C programs [22], FFmpeg, multimedia content resizing, and multimedia format
changing, use multi-thread. The CPU time is much different among the workers.

The two C++ physics simulation programs, Palabos (23] and Flow [24], use two or four
threads. The CPU time is not much different among the workers. The next four neural-network [25]]
related jobs, Deep Convolutional Generative Adversarial Networks (DCGAN), Recurrent Neural
Network (RNN), Convolutional Neural Network (CNN), and Covid-19 detection are Python pro-
grams using multi-thread. The CPU time is much different between the two worker groups, because
the number of cores in the CPU is different among them. The remaining three Python programs
[26], Converter, Blockchain mining, Covid-19 outbreak prediction, use one or four threads. The
CPU time is not much different between the two groups.

5.2.2 Validity of Migration Function

First, we verify the implemented function by migrating the 14 jobs between the six worker PCs
at three different job completion rates of 25%, 50%, and 75% for the migration checkpoint. We
checked the validity of the migration function by the scenarios in Figure [5.5] A total of 1260
combinations are executed.
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Table 5.2: Job specifications.

Job # job name # of threads dlsz(GlE;l £
jobl | Network Simulator 1 0.392
job2 | Optimization Algorithm 1 1.5
job3 | DCGAN 17 1.9
job4 | RNN 17 1.9
job5S | CNN 17 1.9
job6 | FFmpeg 18 2.8
job7 | Converter 1 1.1
job8 | Palabos 2 6.7
job9 | Flow 4 0.438
job10 | Blockchain mining 1 0.92
jobl1l | Covid-19 detection 23 2.95
job12 | Covid-19 outbreak prediction 4 1.84
jobl3 | multimedia content resizing 18 2.8
jobl4 | multimedia format changing 18 2.8
Table 5.3: Jobs standard processing time.
job # PC1 PC2 PC3 PC4 PC5 PC6
jobl | 2:14:46 | 1:06:44 | 1:06:41 | 0:54:21 | 0:39:40 | 0:36:09
job2 | 0:41:43 | 0:26:38 | 0:26:35 | 0:20:27 | 0:13:53 | 0:13:10
job3 | 1:37:14 | 1:09:28 | 1:09:29 | 0:22:44 | 0:12:45 | 0:11:15
job4 | 0:17:43 | 0:12:01 | 0:12:04 | 0:07:03 | 0:05:37 | 0:04:49
job5 | 0:26:04 | 0:22:22 | 0:22:17 | 0:07:07 | 0:05:24 | 0:04:47
job6 | 0:46:37 | 0:31:49 | 0:31:51 | 0:13:23 | 0:07:59 | 0:06:54
job7 | 0:17:09 | 0:11:34 | 0:11:30 | 0:05:41 | 0:04:53 | 0:04:15
job8 | 0:12:51 | 0:08:38 | 0:08:37 | 0:05:24 | 0:04:29 | 0:03:19
job9 | 0:25:20 | 0:14:45 | 0:14:44 | 0:11:08 | 0:08:32 | 0:07:55
job10 | 0:36:28 | 0:09:09 | 0:09:07 | 0:07:53 | 0:05:59 | 0:04:14
jobl11 | 0:39:35 | 0:24:53 | 0:24:57 | 0:10:42 | 0:04:08 | 0:03:16
job12 | 0:13:12 | 0:06:35 | 0:06:38 | 0:05:09 | 0:03:55 | 0:03:01
job13 | 0:34:50 | 0:19:47 | 0:19:45 | 0:12:33 | 0:07:48 | 0:07:10
jobl4 | 0:36:33 | 0:24:56 | 0:24:53 | 0:10:55 | 0:05:45 | 0:04:19

Figures and illustrate the migration of job3 (DCGAN) from one PC to the
others at three different job completion rates of 25%, 50%, and 75% for the migration checkpoint

and show the total job execution time. The results show that this job was successfully migrated
between different workers, and the migration from the slow worker to the faster one reduced the
total CPU time. It is also observed that the faster migrating the slower worker’s job, the shorter the
total CPU time. It is an important factor to be considered for designing the scheduling algorithm
combining with the job migration. In some cases, the total CPU time is longer due to migration
of the job from the fast worker to the slower one. As one thing, PC2 and PC3 have the same
specifications, therefore, it is only showed the PC2’s validation results of migration function. The
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Figure 5.5: Scenarios for validating migration function.

CPU time of job migration from the PC3 is considered as same as the PC2.
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Figure 5.10: CPU time of job migration from PC6.

To demonstrate the effectiveness of the implemented function, Table [5.4] shows the improved

percentage obtained by Eq/4] based on the data in Figures [5.6] and It is noted

that the longer running at the slow worker will not be greatly improved to the total CPU time
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Table 5.4: Total CPU time improvement rates by migration.

. Improvement by migration of job-3 on three different
migrate from slow to L .
Faster workers migration checkpoints (ImprovedPercentage)
25% migration | 50% migration 75% migration

PC-1 + (PC-2/3/4/5/6) 49.17% 31.89% 14.60%

PC-2/3 + (PC-4/5/6) 53.97% 34.81% 15.64%

PC4 + (PC-5/6) 23.08% 11.98% 0.82%

PC5 + PC6 * no improvement (Tig overhead > Ti+1,after» and PCS5 = PC6)

by applying the job migration function. It can be clearly seen by comparing the total CPU time
improvement rates upon the three different migration checkpoints in Table

N; = COUNT(PCjy, : PCp) (1)

1 n
Ti,avg = ﬁ Z (Ti,before + Tmigﬁuerhead'*‘

U =i
Ti+l,after)a (] <n) (2)
Timproue = Tw/o - Ti,avg (3)
Timprove
ImprovedPercentage = % 100% (Y]

w/o

where,

n represents the total number of PCs and it is arranged in ascending order (PC1, PC3,...PCy,),
N; represents the total number of faster PCs than PC;,

T} g represents the average total CPU time with migration (from PC; to the faster PCs),
T/, represents the total CPU time at PC; without migration,

T; pefore represents the total CPU time at PC; (before migration),

T'nig_overhead TEpresents the migration overhead from PC; to PCiyq,

Tii1,af1er represents the total CPU time at PCj (after migration),

Timprove Tepresents the total CPU time improvement by migration.

Next, we proved the effectiveness of the migration function by conducting the extensive ex-
periments. We randomly select six jobs among 14 jobs and randomly assign to the six workers.
Table [5.5] shows the total CPU time and makespan comparison of with and without migration for
10 random cases. For migration, when a faster worker becomes idle, the job that has the maximum
CPU time reduction will be migrated to that idle worker. The maximum CPU time reduction is
considered by deducting the remaining CPU time on current worker to the addition of migration
overhead and CPU time on new worker. Table [5.6]shows the total CPU time and makespan can be
reduced 34.62%, and 49.72%, respectively, by migration.
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Table 5.5: Comparison of with and without migration for 10 random cases.

Random | without migration (w/o) with migration (w)
cases total CPU total CPU #. of migration
. makespan . makespan .
time time time
1 1:51:53 0:39:57 1:06:20 0:17:04 3
2 1:06:20 0:17:04 0:55:25 0:14:32 4
3 1:38:51 0:25:32 1:14:18 0:18:39 3
4 1:45:31 0:34:55 1:06:27 0:16:16 2
5 1:53:07 0:36:34 1:05:34 0:14:01 3
6 1:23:15 0:22:44 1:04:08 0:16:48 2
7 1:39:52 0:41:48 1:03:29 0:17:05 3
8 1:29:59 0:34:56 0:46:07 0:12:32 2
9 1:27:21 0:24:58 1:02:32 0:15:10 2
10 1:09:22 0:24:49 0:40:53 0:10:17 3
Average | 1:32:33 0:30:20 1:00:31 0:15:14 3

Table 5.6: Analysis of CPU time and makespan results.

w/o migration

W migration

Reduction time

Reduction rate

Average total CPU time

1:32:33

1:00:31

0:32:02

34.62%

Average makespan

0:30:20

0:15:14

0:15:05

49.72%

5.2.3 Job Scheduling Algorithms with and without migration

Next, we evaluate the CPU time reduction by the migration. Three scheduling algorithms called
FCFS_L2H, FCFS_H2L, and Hjob_L2H, are implemented and applied. The first two algorithms
follow the First Come First Serve approach. FCFS_L2H assigns the first arriving job to the slowest
available worker PC. FCFS_HZ2L assigns the first arriving job starting from the highest available
worker PC. Hjob_L2H assigns the longest CPU time job starting from the slowest worker PC.
Figures [5.11] [5.12} and [5.13]show the total CPU time comparison of each PC with and without

applying the job migration upon three scheduling algorithms respectively.
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Figure 5.11: FCFS_L2H algorithm with and without migration.
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Figure 5.13: Hjob_L2H algorithm with and without migration.

5.2.3.1 Analysis of Migrated Jobs

Table shows the migrated jobs in each algorithm. In FCFS_L2H algorithm, the two jobs, jobl
and jobl4, are migrated from PC1 to PC6 and from PC4 to PCS5, respectively. The CPU time is
greatly improved. In FCFS_H2L algorithms, job6 is migrated from PC1 to PC4 and job14 is from
PC2 to PCS. In Hjob_L2H algorithm, jobl is migrated into two times from PC1 to PC5 and PC5
to PC6. Job3 is migrated from PC2 to PC6 and the total CPU time is reduced significantly. The
workers are efficiently used by migrating running jobs.

5.2.3.2 Makespan Results

Table compares the makespan of three scheduling algorithms with and without using migra-
tion. The makespan was reduced by 53.73% on average. “with migration” outperforms “without
migration” in terms of makespan.
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Table 5.7: Migrated job conditions.

migrated from to
Job Source pal:tlally CPU | Destination Remaining CPU
finished . executed .
worker time worker time
percentage percentage

jobl PCI 1469% | 00:21:14 |  PC6 8531% | 00:30:50
FCRS L2H — o Pca | 63.18% | 00:06:57 | PCs 36.82% | 00:02:07
ob6 PCI | 5445% | 00:3335|  PC4 4555% | 00:06:06
FORS 2L — T pC3 | 1671% | 000410 | PC6 83.29% | 00:03:35
jobl PCI 1825% | 0027:49|  PC5 18.78% | 00:07:51
Hjob L2H | job3 PC2 | 3385% | 002814 |  PC6 66.15% | 00:07:26
jobl PC5 | 18.78% | 00:0751 | PC6 62.57% | 00:22:59

Table compares the total CPU time for 14 jobs by three scheduling algorithms with and
without the migration. The total CPU time was reduced by 26.45% on average. The total CPU
time can be reduced significantly, especially, in Hjob_L2H with the migration.

Table 5.8: Makespan results (H:M:S).

without migration | with migration | Reduction time | Reduction rate
FCFS_L2H 02:15:35 00:52:04 01:23:31 61.59%
FCFS_H2L 00:59:07 00:42:07 00:17:00 28.76%
Hjob_L2H 02:15:35 00:58:39 01:16:56 56.75%
average 01:50:06 00:50:57 00:59:09 53.73%

Table 5.9: Total CPU time results (H:M:S).

without migration | with migration | Reduction time | Reduction rate
FCFS_L2H 04:29:30 03:02:27 01:27:03 32.31%
FCFS_H2L 04:11:42 03:46:47 00:24:55 9.89%
Hjob_L2H 05:27:09 03:34:47 01:52:22 34.35%
average 04:42:47 03:28:00 01:14:47 26.45%

5.3 Summary

In this chapter, we presented the implementation of the dynamic job migration function using
CRIU and Podman. This function can speed up the job completion and is useful to overcome the
memory overuse, or avoid hardware trouble. The experimental results confirmed the validity of the
implemented function, and the effectiveness in improving the resource utilizations of workers and
reducing the total CPU time and makespan. In the next chapter, we will present the implementation
of the running job backup function.
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Chapter 6

Implementation of Job Running Backup
Function

In this section, we present the implementation of the job running backup function in the UPC
system, by extending the dynamic job migration function. It periodically check-points the running
job in a worker, and automatically migrates it to another healthy worker when the current worker
meets a trouble.

6.1 Job Running Backup Function

In the UPC system, some jobs, such as physics simulations and neural networks, require the long
CPU time to be completed. Then, the probability of causing a failure of the running worker will
be increased due to the memory shortage, the full occupations of the CPU cores, the power outage,
or some hardware troubles. They may cause restarting or shutdown of the worker. This runtime
failure can delay the completion of the job.

To avoid it as much as possible, the current state of running the job on the worker should
be automatically backed up, and the job should run from the backed up state on another healthy
worker. Therefore, the job running backup function is implemented by extending the dynamic job
migration function. Checkpoint-Restore in Userspace (CRIU) is periodically applied to capture the
Jjob running state of the running job at a worker.

6.1.1 Job Check-Pointing Process

The job check-pointing process is implemented to save the resources that are associated with the
currently running job on the worker. As shown in Figure first, it captures the states of the
memory and the CPU, including the registers and the data processing elements (pipeline) in the
current worker, which will be dumped and compressed into the far file. Next, it sends the backup
compressed file to the master that stores the latest checkpoint image to recover from job failure.

Linux allows the user to access the /proc file system that stores the information related with the
running processes. Using the CRIU tool [19], the process state can be captured and initiated at the
specified points.
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Figure 6.1: Job check-pointing at worker and backup saving at master.

6.1.2 Job Restoring Process

When the master detects the failure of the worker as shown in Figure [6.2] it will find the healthy
worker among the available workers that has the higher performance than the failed one, and send
the original job and the backup file to this selected worker. To restore the captured states at a new
worker, CRIU reads the image files, and restores the shared files and the memory areas by creating
the corresponding processes at the PC. It recreates the processes by repeatedly calling the fork()
process creation function until the basic task resources such as the memory mappings for the exact

locations, the timers, the credentials, and the threads are successfully restored.
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Figure 6.2: Noticing worker failure and job restoration at healthy worker.
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6.1.3 Software Tools

Job running backup function is the extension of the dynamic job migration function, and so, Pod-
man 1.6.2 and CRIU 3.14, are re-applied for the implementation of backup function. In the dy-
namic job migration function, CRIU is used to generate the checkpoint, when the faster worker is
free, and available to accept the job from the slow worker. However, in the job running backup
function, CRIU is used to periodically generate the checkpoint of running job, and it is saved as
the backup file at the master.

Podman 1.6.2 manages the Docker container jobs during the check-pointing process at the UPC
worker.

CRIU 3.14 creates the checkpoint and restores the jobs in the Docker container. It saves the
running job’s state into one or multiple image files and restores the job from the saved state.

These tools are controlled by the Python programs. They correctly perform the backup process
when the current worker meets a trouble during executing the job.

6.1.4 Worker Search for Checkpoint Restoration
The following steps are performed to search a new worker to restore the interrupted job.
1. The worker receives the jobs that are existing in the master’s job queue, one after another.
2. The master changes the worker status to ‘busy’ when the job is processed at the worker.
3. The worker sends the checkpoint file of the current job every one minute.
4. The master keeps the latest checkpoint file of the job from each worker.
5. The master changes the worker status to ‘corrupt’ when the connection is lost.
6. The master changes the worker status to ‘free’ when all the assigned jobs are completed.
7. The master sends the ‘restore’ alert and the checkpoint file of the ‘corrupt’ worker to the

‘free’ worker.

6.1.5 Procedure of Job Running Backup Function

The job running backup function saves all the data related to the running job and restores the
crashed job. The function is called when the jobs are processing at the workers.

1. Generate the checkpoint of the running job every one minute by:
$ sudo podman container checkpoint -1 —ignore-rootfs -R —export=./job.tar.gz

2. Send the checkpoint image file to the UPC master by:
$ sudo scp upc@upcworkerl:./job.tar.gz upc @upcmaster :/checkpoints/worker1/

3. Update the latest checkpoint image file of each worker at the master by:
$ sudo rm -r upc@upcmaster :/checkpoints/workerl/<old>job.tar.gz

4. Send the original image of interrupted job to the worker that receives the ‘restore’ alert by:
$ sudo scp upc@upcmaster:/worker1/ original-job.xtar upc @upcworker2:/
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5. Send the checkpoint file of interrupted job to the worker that receives the ‘restore’ alert by:
$ sudo scp upc@upcmaster:/checkpoints/worker1/ job.tar.gz upc @upcworker2:/

6. Load the original image of the interrupted job at new worker by:
$ sudo podman load -i original-job.xtar

7. Restore the interrupted worker job from the checkpoint image file in the free worker by:
$ sudo podman container restore —-import=job.tar.gz

6.2 Evaluation of job running backup function

As the setup, we used the same experimental setup that was applied in the dynamic job migration
function. To verify the effectiveness of the implemented function, we conducted extensive exper-
iments with 14 jobs, in Table on the testbed UPC system with six workers that have various
specifications, as shown in Table In the experiments, first, we verified the validity of the im-
plemented job running backup function. Then, we confirmed the effectiveness of the function of
reducing the CPU time loss when the worker is shutdown unexpectedly while running a job.

6.2.1 Correctness of Checkpoint Execution

First, we verify the correctness of the checkpoint execution in the job running backup function by
applying it to 14 jobs on the six worker PCs. The checkpoint of the running job was generated
every one minute, considering the required time and file size. The latest checkpoint was kept in
the master. Table[6.]shows the number of generated checkpoints and their average CPU time and
file size. Any checkpoint was successfully generated and saved in the files. The average time for
one checkpoint is 2.62sec and the average file size is 42.7M B, which does not increase the load of
the UPC system.

6.2.2 Correctness of Job Running Backup

Next, we verify the correctness of the job running backup function implementation, when an un-
expected shutdown will occur at the worker. job-1 (Network simulator) and job-3 (DCGAN neural
network) were selected in this experiment. They ran at PC-1 and PC-2 respectively, while the
states were check-pointed every one minute. After running the jobs for sufficiently long time, we
manually shut-downed the workers, and observed that they were automatically migrated to PC-5
and PC-6, and resumed to run there from the last check-pointed states.

Table [6.2] shows the CPU time to complete the two jobs. For job-1, the original worker PC-1
was shut-downed after 49min Ssec passed since it started running. For job-3, the first worker PC-2
was shut-downed after 32min 42sec passed since it started running. With the job running backup
function, the job could continue running at the new worker from the check-pointed state when the
original worker was shut-downed. The total CPU time could be reduced by 16.61% and 15.17%,
respectively, from the cases of rerunning the whole job at the new workers from the beginning.
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Table 6.1: Number of checkpoints and average loads.

job# | PCI | PC2 | PC3 | PC4 | PC5 | PCe |- Checkpoint loads

time (sec) (;IZS)
jobl | 132 | 64 | 64 | 52 | 37 | 34 1.6 0.83
job2 | 39 | 24 | 24 | 18 | 11 | 9 14 0074
job3 | 95 | 66 | 66 | 20 | 10 | 9 2.0 38.7
jobd | 15 | 10 | 10 | 6 | 4 | 3 1.7 344
jobs | 24 | 20 | 20 | 7 | 5 | 3 15 27.6
job6 | 44 | 29 | 29 | 11 | 6 | 5 2.1 39.9
job7 | 15| 9 | 9 | 5 | 4 | 3 41 6.0
job8 | 10| 8 | 8 | 5 | 4 | 3 28 2.1
job9 | 24 | 13| 13| 9 | 7 |5 3.6 | 155.6
jobl0 | 35| 9 | 9 | 7 | 5 | 4 22 44,7
jobll | 37 | 24 | 24 | 10 | 4 | 3 43 | 191.3
jobl2 | 13 6 | 6 | 5 | 3 | 3 13 94
jobl3 | 32 | 18 | 18 | 12| 7 | 5 45 36.4
jobld | 36 | 22 |22 | 10| 5 | 4 3.6 10.8
average | 39 23 23 13 8 7 2.62 42.7

Table 6.2: CPU time for two jobs (H:M:S).

jobl job3
Worker | CPU time | Worker | CPU time
before shutdown | PC-1 00:49:05 PC-2 00:32:42
after shutdown | p - o | 300156 | pC6 | 00:04:35
by backup
after shutdown | p o | 33940 | PC6 | 00:11:15
by rerunning

Improvement 00:14:44 (16.61%) | 00:06:40 (15.17%)

6.3 Summary

In this chapter, we presented the implementation of the job running backup function in the UPC
system. Checkpoint-Restore in Userspace (CRIU) is periodically applied to capture the job running
state at a worker. When the master detects the failure of the worker, it automatically migrates the
job running at another worker. The results confirmed that the proposal successfully resumed the
job running from the interrupted point at another worker after the original worker was shutdown
suddenly, and could reduce the total CPU time by migrating the job to a faster worker.
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Chapter 7

Related Works in Literature

In this section, we introduce related works to this thesis. Several works have discussed the ef-
fectiveness of containerization, using Docker container technology, rather than virtualization, for
processing resource intensive applications in computational environments. Moreover, a significant
amount of research works has addressed checkpoint creations for migrations of Virtual Machines
(VMs) and the container workloads to recover from node failures and balance the resource utiliza-
tions in parallel and distributed environments, High Performance Computing (HPC) environments,
and cloud computing environments.

In [27]], Benjamin et al. presented comparisons of the behaviors of four virtualization tools
in grid computing environments. The authors measured the CPU, memory, disk, and network
usages by executing the micro benchmark programs in each VM tool, and evaluated the linearity,
overhead, and performance isolation. This work helps the user to select the suitable tool according
to the application’s nature.

In 28], Xavier et al. presented performance evaluations between the containerization and the
virtualization for HPC applications. The authors found that the containerization is the lightweight
alternative to the virtualization for HPC applications.

In [29]], Park et al. presented a container-based cluster management platform to provide dy-
namic distributed computing environments desired by users. The authors compare the perfor-
mance between the Docker-based execution and the native one by using two benchmark tools
implemented with C, Java, Python, and R, and showed that Docker offers almost the native perfor-
mance.

In [30], Jaikar et al. focused on executions of scientific jobs that require intensive resources in
cloud computing environments. They proved that the Docker container outperforms the OpenStack
virtual machine to execute the CPU and memory intensive jobs. Besides, the Docker container
consumes the less power while executing scientific jobs.

In [31], Sindi et al. presented migrations of HPC workloads from the faulty node to the spare
node using CRIU for OpenVZ containers. The authors showed that HPC applications written with
C++, C, and FORTRAN were successfully migrated without modifying the application programs.

In [32], Zeynep et al. focused on data security during live migrations of containers. The authors
proposed a secure model and proved the efficiency of the migration system both for stateless and
stateful sample applications upon LXC (Linux Containers) using CRIU and complementary tools.

In [33]], Ansel et al. demonstrated the check pointing and restarting of over 20 well known
applications using DMTCP (Distributed Multithreaded Check pointing). The authors showed that
the applications were successfully checked and restarted on both centralized and distributed com-
putation nodes.
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In [34]], Alrajeh et al. discussed the methodology of the responsive migration model in the
High-Throughput Computing (HTC) system, and introduced six migration policies to determine
the selection of the target computer when a migration is needed. It is demonstrated that the proposal
could reduce the number of job evictions approximately by 92% when it is used as a fault-tolerance
mechanism.

In [35], Yu et al. presented a logging and replay approach for live migrations of Docker con-
tainers. The authors observed that the container based technique is more portable, efficient, and
easier to management. Both the down time and total migration time can be greatly reduced for live
migrations of Docker containers compared with the approach for traditional virtual machines.

In [36]], Fan et al. proposed locality live migrations of Docker containers. The simulation
results showed that the proposed method improvesd the utilization of resources of servers, and
balanced all kinds of resources on the physical machine.

In [37], Stoyanov et al. reported the causes of significant delays in live migration due to the
large amount of memory use by the applications inside the container, especially when checkpoint-
ing the process using CRIU. This issue is addressed using the CRIU feature, the so-called “image
cache/proxy”, which keeps all the memory pages in a cache buffer rather than storing them on disk.

In [38]], Junior et al. investigated container migrations in large-scale geo-distributed platforms.
Long-distance migrations have significant impacts on the migration downtime. The authors pro-
posed a model that will transfer Docker container volumes’ contents that are not being actively
modified prior to the actual container migration. Thus, only a small number of “hot” files must be
transferred during the downtime.

In [39]], Fukai et al. introduced BLM Visor as an OS-independent and lightweight live migration
scheme for bare-metal clouds. The live migration is not supported in bare-metal clouds. BLM Visor
utilizes a very thin hypervisor to allow pass-through accesses to physical devices from the guest
OS.

In [40], Alshahrani et al. discussed existing solutions to secure the virtual machine live mi-
gration. To use the live migration in cloud computing might lead to a lot of attacks. Thus, it is
necessary to implement the security requirements in the virtual machine live migration.

In [41]], Nagarajan et al. adopted Xen’s live migration mechanism for a guest operating system
(OS) to migrate a task from the unhealthy node to the healthy one. They proved that the live
migration reduced the cost of relocating the guest OS with the task.

In [42], Wang et al. designed the novel process-level live migration mechanism for the jobs by
adopting the Berkeley Lab Checkpoint/Restart (BLCR) tool. The authors showed that the process
level migration is significantly less expensive than migrating the entire OS images under the Xen
virtualization.

In [43]], Cores et al. presented a checkpoint-based approach to proactively migrate parallel ap-
plications when impending failures are notified. The authors adopted the CPPC framework, which
is the portable and transparent checkpointing infrastructure. This approach is implemented at the
application level, and thus, it is independent upon the operating system or a particular implemen-
tation.

In [44], Polze et al. proposed an architectural blueprint for the proactive virtual machine migra-
tion before a failure occurs. This architecture comprises the multi-level online failure prediction.
The system is monitored ranging from the hardware to the application level for detecting errors
that might lead to a failure. It is also observed that the virtual machine live migration is supported
in popular hypervisors such as VMWare ESX, Citrix XenServer, and KVM.

In [45]], Purushotham et al. proposed a new method for computing segmented backup for
recovering from node and link failures in real-time IP communications. The proposed scheme
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gives more number of backup segments computed by the Min_SegBak algorithm, and it gives
better results in terms of the faster failure recovery and the efficient reuse of primary path. The
authors showed that their proposal can recover the delay from component failures and guarantees
on the message delivery latency for the distributed real-time applications, such as medical imaging,
traffic control, and video conferencing, and so on.

In [46]], Helmy and Rasheed presented an intelligent scheduling algorithm in the grid environ-
ment, which uses the Fuzzy c-means (FCM) clustering technique for predicting three classifications
of job workloads and the Ant Colony Optimization (ACO) algorithm for allocating them to different
grid nodes. For each part on the completion time of a node and the waiting time of each job, the
experimental results showed that the scheduling system using the proposed algorithm outperforms
all other algorithms and gives the optimal results.

In [47], Rawas et al. presented an Energy-Efficient and Bandwidth-Aware workload allocation
(EEBA) method for data-intensive applications in geo-distributed data centers (DCs). The au-
thors formulated the allocation problem as a multi-objective optimization problem, and proposed
a meta-heuristic genetic algorithm to find a near-optimal solution. They proved that the energy
consumption of the cloud DCs can be reduced due to load balancing the workload.

In [48], Bindu et al. proposed the Optimized Scheduling mechanism using ACO algorithm
(OSACO) to schedule the task to the resources based on the minimization of the cost, execution
time, and energy consumption. The simulation results proved that the client tasks are efficiently
allocated to the available resources due to the ability of resource adjustment at run time.

In [49]], Singhal et al. presented the algorithm based on the Mutative ACO algorithm (MACO)
that adjusts the loads to be balanced in the cloud environment. MACO reduces the makespan
time and further develops the fitness function, while keeping up with other QoS parameters. The
algorithm deals with the resources successfully distributes over the data centers and shows the
instances can be shifted between the servers depending on the available resources.
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Chapter 8

Conclusion

In this thesis, I presented the study of the user-PC Computing System (UPC). The UPC system
allows various application programs to run on various PC environments for the UPC workers using
the Docker container technology. Several useful functions are implemented. The effectiveness of
each function is verified by conducting the extensive experiments using the testbed UPC system.

Firstly, I presented the design and implementation of the UPC system platform using Docker.
By adopting Docker, the UPC system can accept various jobs or applications to run on user-PCs
as the UPC workers with different platforms and environments. The user submitted jobs are trans-
formed into the container based jobs, so called, Docker image at the UPC master. The Docker
image consists of all the necessary software and it is distributed to the UPC workers for carrying
out the execution process.

Secondly, I presented the implementation of the web interface in the UPC system for job sub-
missions by the users. The web server is implemented using Node.js. It runs in a private network
due to cost and security concerns. The users can easily submit the job and download the results by
accessing to the web interface through the web browser.

Thirdly, I presented the implementation of the two online job acceptance functions for accept-
ing the jobs from the application systems to enhance their processing capabilities. The application
systems can submit their jobs to the UPC master through the shared storage or the FTP service. For
evaluations, I adopt APLAS and EPLAS that have been developed in our group as the application
systems. They require the high CPU capabilities. The experimental results showed that the jobs
were successfully accepted from the application systems, and the total CPU time of completing
the jobs was reduced by collaborating with the UPC system.

Fourthly, I presented the implementation of the job migration function, using the two open-
source software, CRIU and Podman. This function will speed up the job completion and will be
useful to overcome the memory overuse, or avoid hardware trouble. In the evaluations, I veri-
fied the validity of the implemented function and confirmed the effectiveness of the function by
comparing the job completion performances when three scheduling algorithms were adopted. The
results show that the total CPU time and makespan by the algorithms are significantly reduced
by improving the resource utilizations and balancing the workloads of the workers through the
dynamic migration.

Lastly, by extending the dynamic job migration function, 1 presented the implementation of the
job running backup function in the UPC system. It periodically check-points the running job in
a worker, and automatically migrates it to another healthy worker when the current worker meets
a trouble. In the experiments, first, I verified the validity of the implemented job running backup
function. Then, I confirmed the effectiveness of the function in reducing the CPU time loss when
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the worker is shutdown unexpectedly while running a job.

In future studies, I will study the automatic Docker image generation for a newly submitted
job, the use of GPU devices for workers, the automatic join/leave of workers, and the collaboration
of multiple masters for the scalable UPC system.
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