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Abstract—As mobile devices have become more popular, mal-
ware and attacks directed at them have significantly increased.
One of the methods to attack mobile devices is redirecting a user
to unwanted websites by unwanted page transition. One of the
countermeasures against such attacks is to generate a blacklist
of URLs and hostnames, which can prevent access to malicious
websites. To generate a blacklist, first, malicious websites are
collected in the web space. Then, URLs and hostnames of the
malicious websites are added to the blacklist. However, URLs of
the malicious websites are typically changed frequently; thus, it is
necessary to keep track of the malicious websites and update the
blacklist in a timely manner. In this study, we proposed a method
to generate blacklists for mobile devices by searching malicious
websites. The method collects many HTML files from the web
space using a crawler and searches for HTML files that are highly
likely to be malicious using keywords extracted from the known
malicious websites to discover the new ones. Thus, new malicious
websites can be added to the blacklist in a timely manner. Using
the proposed method, we discovered malicious websites that were
not detected by Google Safe Browsing. Moreover, the blacklist
generated using the method had a high detection rate for certain
malicious websites. This paper reports the design process and
the results of the evaluation of the new method.

Index Terms—Malicious Websites, Blacklist, Web-based At-
tack, Android.

I. INTRODUCTION

Mobile devices such as smartphones and tablets have be-
come highly popular all around the world, and the number of
mobile device users has increased by 124 million since 2019
and reached 67% of the world population [1] according to a
survey published in January 2020. Mobile applications (apps)
are increasingly used in everyday activities, and social media
constitutes half of the time spent using mobile devices [1].
About 50% of webpage requests come from mobile devices
[2]. Especially smartphones equipped with Google Android
OS, which is a Linux-based open source operating system for
smartphones, are widespread, and the market share of Android
phones in 2020 will exceed 70% [3], [4].

As the number of users of mobile devices increases, mobile
devices are more frequently targeted in cyberattacks. Accord-
ing to the reports of the damage investigation for mobile mal-
ware targeting Android devices, the number of users affected
by mobile malware is considerably increasing [5]. Web-based
attacks in mobile devices have also been reported [6].

One of the methods to attack mobile devices is redirecting
a user to unwanted websites via an unwanted page transition.
In this attack, when the user accesses a malicious website that

occurs the transition (landing site), the transition to the website
occurs automatically or when the user taps on the screen. In
addition, it redirects the user to the target website (unwanted
website) after passing through multiple websites (intermediate
site). Social media platforms are increasingly used by attackers
[7] who lead the users to malicious websites via social media
posts or messages [8]. In some cases, illegal advertisements
direct users to malicious websites [9]. Malicious websites
display fake alerts such as virus infection messages and try to
make users install suspicious apps for virus removal [10]. In
addition, some phishing websites trick the users into entering
their login information [8].

There are anti-phishing tools that are designed for the at-
tacks targeting desktop devices. However, the majority of these
tools cannot effectively address the phishing attacks on mobile
devices [11]. Therefore, it is necessary to take countermeasures
against the malicious attacks directed at mobile devices.

One of these countermeasures is to use a blacklist of URLs
and hostnames. This measure can be expected to prevent
access to malicious websites that are the origin of the redirect,
or prevent access to malicious websites that are the redirect
destination. However, an attacker may change the IP address
or the domain name of the malicious website within a short
period of time, making it difficult to take countermeasures
using the blacklists. Therefore, it is necessary to search for the
malicious websites in a timely manner and update the blacklist
frequently.

In this study, we propose a method for searching malicious
websites and generating a blacklist for mobile devices. We
describe the implementation and evaluation of the proposed
method and report the problems encountered during the design
of the method.

In summary, our study makes the following contributions:

- The proposed method collects the web content by using
crawlers and searches for the web content that is likely
to be malicious by using keywords extracted from the
existing malicious websites. In addition, it discovers a
malicious website via manual analysis. Therefore, there
is no need to prepare a data set or a detection method
using machine learning tools.

- The URL of an unknown malicious website posted by
an attacker can be discovered in a timely fashion by
collecting the URLs from Twitter’s Streaming API. Most
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Fig. 1. Flow of an attack that redirects a user to unwanted websites [12]

malicious websites discovered by the proposed method
were not detected by Google Safe Browsing.

- The proposed method analyzes the collected malicious
websites using an Android device and generates a black-
list for mobile devices. Although Google Safe Browsing
could not detect the attacks that redirected the users
to unwanted websites, the blacklist generated by the
proposed method had a high detection rate for certain
malicious websites.

II. ATTACKS OF REDIRECTING A USER TO UNWANTED
WEBSITES

On mobile devices, attacks redirect the users to unwanted
websites by unwanted page transition. Figure 1, adapted from
[12], shows the flow diagram of an attack that redirects a user
to unwanted websites. The steps of the attack are described as
follows:

(1) Visiting the landing site (Original site)
(2) Tapping anywhere on the screen

The user taps anywhere on the landing site.
(3) Redirecting to intermediate site 1 (Website 1)

The landing site detects the user’s tapping and redirects
the user to intermediate site 1. Additionally, the user is
forced to move to intermediate site 1 regardless of where
they tap on the landing site.

(4) Redirecting to intermediate site 2 (Website 2)
Intermediate site 1 redirects the user to intermediate
site 2. There are multiple intermediate sites of redirect
destination. This redirection uses a JavaScript code,
e.g., “window.location.replace.” This JavaScript code
can redirect the user to the specified URL without
leaving a trace in the browser’s history. This makes it
impossible for the user to move to the previous website
even if they click the back button.

(5) Redirecting to the unwanted website
The user is redirected to the unwanted website. The
number of redirects is not the same every time. The user
is either redirected to the unwanted website directly or
via multiple intermediate sites.

According to this flow diagram, an attack that redirects a
user to an unwanted website uses multiple malicious websites

such as the landing site, intermediate site, and unwanted web-
site. In addition, the URL of intermediate site 2 is generated by
executing the JavaScript code of intermediate site 1 by either
of the following two operations [12].

(1) The JavaScript code of intermediate site 1 creates 10
URLs that are a combination of a specified URL with
Base 36 strings created at random. Moreover, the redi-
recting destination from intermediate site 1 creates a
random number and uses it to select the redirecting
website from 10 URLs.

(2) The JavaScript code of intermediate site 1 creates one
URL, and the number that is a part of this generated
URL increases by one each time the user accesses
intermediate site 1.

In some cases, redirection to unwanted websites does not
occur. On the landing site, attackers set one of the following
three conditions to make the redirection occur when the user
taps anywhere on the landing site [12].

(1) Web browsers did not store the cookie of the landing
site.

(2) The stated time set by attackers for each landing site has
passed since the landing site was displayed.

(3) The user has not tapped on the landing site since it was
displayed.

The unwanted websites include phishing sites and sites that
make the user install apps [10]. On phishing sites, users’
personal information is collected by prompting them to enter
information such as their address and account number. Other
sites make users install suspicious apps under the name of
virus removal by displaying fake alerts such as virus infection
messages on websites.

III. METHODS OF GENERATING BLACKLISTS

A. Purpose

Using blacklists of URLs and hostnames is an effective
countermeasure against attacks from malicious websites and
for preventing access to a landing site, an intermediate site, or
an unwanted website. Therefore, the purpose of this research
is to generate a blacklist of malicious websites for mobile
devices.

Since malicious websites are continuously constructed, it
is necessary to add new malicious websites to the blacklist
in a timely manner. Therefore, we propose a method for
searching malicious websites and generating a blacklist for
mobile devices from these newly discovered websites.

B. Problem

A blacklist is generated by searching for malicious web-
sites and analyzing the discovered malicious websites. The
problems with this method are explained as follows.

(Problem 1) Covering large-scale data on the web
It was reported in 2018 that there are more
than 1.6 billion websites on the world wide
web [13]. To search for malicious websites, it



���������	���


�	�

�����


���	

��� �����

���

������	����������

��������
�� ��

���	����

�������	�!�

��������� � ��
�"�

�#�

$�������	�������	

���	����

���������

� ��

�%�

�&�

'�	��������	�������	

()	���	�������	

������� � �

�*�

�+�

,���-���	

�����


Fig. 2. Basic design of proposed method

is necessary to manage large-scale data in the
vast web space.

(Problem 2) Timely discovery of malicious websites
Some attackers use a method to change the
IP address or the domain name of a malicious
website within a short period of time to bypass
blacklists. Therefore, it is necessary to dis-
cover malicious websites in a timely manner
and update the blacklist frequently.

C. Basic Design

To address problems 1 and 2, the proposed method collects
a large amount of web content from the web space using a
crawler to discover malicious websites. However, it is difficult
to discover malicious websites by verifying all the collected
web contents. Therefore, we extract malicious web contents
from the collected web contents, and verify and analyze the
extracted web contents. This makes it possible to discover
malicious websites efficiently.

The proposed method is classified into three parts: a data
collection unit, a verification unit, and an extraction unit. The
data collection unit collects URLs and corresponding HTML
files from the web space. The verification unit searches the
HTML files using list of keywords extracted from known
malicious websites (keyword list) and finds URLs that are
highly likely to be malicious (prospective malicious URLs).
We also detect malicious websites in the verification unit.
The extraction unit analyzes the communication data of the
websites detected to be malicious and extracts the keywords
used for keyword searches. The keywords to be extracted are
explained in section IV-C. The flow diagram of generating a
blacklist in the proposed method is displayed in Figure 2 and
explained as follows.

(1) Collect HTML files as web content from the web space
using crawler.

(2) Store crawled URLs and collected HTML files.
(3) Search the collected HTML files using keyword list,

and if the HTML file contains the keyword, add the
URL corresponding to the HTML file to the prospective
malicious URL list.

(4) If the URL added to the prospective malicious URL list
is a malicious website, add the URL to the malicious
URL list.

(5) Acquire communication data to access the malicious
website by using an application that collects the URL
when accessing the website using Google Chrome.

(6) Expand the keyword list by extracting the keywords
from the acquired communication data.

(7) Repeat (3) to (6) using the expanded keyword list until
no new malicious URL is found.

(8) Add URL of malicious URL list to the blacklist.
(9) Add extracted keyword to the blacklist.
In the proposed method, the keyword list is expanded each

time a keyword is extracted. In addition, the expanded keyword
list is used to search the HTML file again. As a result, there
is a possibility to discover new malicious websites that were
missed by the keyword list before the expansion.

IV. IMPLEMENTATION

A. Selecting URLs to Crawl

There are many websites on the world wide web, and the
URLs of malicious websites are changed frequently. It is
difficult to collect malicious websites by crawling the web
space randomly. Therefore, we collect URLs by using Twitter’s
Streaming API as the URLs to crawl because the attackers
have a method of posting the URL of the malicious website
on social networking services (SNS) such as Twitter, Face-
book, and YouTube. Collecting URLs from Twitter can help
discover the malicious websites more efficiently than randomly
crawling the web space. In addition, Twitter’s Streaming API
can acquire the tweets in near real-time, so that the URL of
an unknown malicious website posted by an attacker can be
discovered in a timely manner.

B. Detecting Malicious Websites

The malicious website is detected by manual access and
checking whether it is redirected to the unwanted websites.
Unwanted transition to an unwanted website occurs when the
user taps on the screen, as mentioned in Section II. It is
necessary to distinguish between the transition by clicking
on a legitimate link and the unwanted redirect. When a user



TABLE I
KEYWORDS TO EXTRACT

Target Keywords to extract
The filename (e.g., example.js) that
causes the redirection

HTML files of the landing site FQDN that provides the file that
causes the redirection

URL of the intermediate site FQDN
URL of the unwanted website FQDN

taps anywhere on the screen and is redirected to the unwanted
websites, such as those displaying “Fake Virus Alert,” that site
is considered a malicious website. Although manual access
is time-consuming, this method only checks the prospective
malicious URLs; thus, there are not too many websites to
check.

C. Extraction of Keywords

The method of extracting keywords is described in Table
I. The HTML file of the website detected to be malicious
is the HTML file of the landing site. The landing site is
considered to have a file that causes the redirection. Regarding
the known malicious websites, there is a strong possibility
that common malicious contents are placed in similar domains
[14]. Therefore, the filename (e.g., example.js) that causes the
redirection and the fully qualified domain name (FQDN) that
provides this file are extracted as keywords from the HTML
file.

From the communication data, the FQDN is extracted as
a keyword from the URLs of the intermediate site and the
unwanted website because the landing site may redirect the
user to the intermediate site and the unwanted website. The
URL of the intermediate site is sometimes created from the
specified URL and a randomly created character string [12].
Furthermore, the URL of the unwanted website sometimes
includes the user’s device information [12]. Therefore, we
extract the FQDN from the URLs of the intermediate site and
unwanted website.

V. EVALUATION

A. Purpose and Evaluation Environment

There are two criteria used for the evaluation of the method:
(Evaluation 1) Number of malicious websites discovered

by the search.
(Evaluation 2) Detection rate of malicious websites using

a blacklist.
For Evaluation 1, we performed steps (1) to (9) in Section

III-C between July 23 and December 16, 2019 to determine
the number of malicious websites that can be discovered using
the method. In the initial keyword list, we set the keywords
extracted from an independently discovered malicious website.

For Evaluation 2, we verified whether access to malicious
websites could be detected using the blacklist generated by
the proposed method in Evaluation 1. For the evaluation, five
malicious websites (Site A to Site E) collected using the
proposed method from December 20 to December 30, 2019

were used. We accessed the five malicious sites and tapped
anywhere on the screen to test the unwanted transition. The
malicious website does not always have the same redirect
destination for each access; therefore, we accessed it 10
times. In addition, we confirmed that site E transitions to two
different intermediate sites and unwanted websites depending
on the timing of the tapping on the screen. For this reason,
Site E was accessed 10 times each. In addition, for verification,
we used the application that notifies the user of access to the
malicious website when the character string of the URL bar of
Google Chrome is acquired and the acquired character string
contains the one registered in the blacklist. The malicious
website was accessed using Google Chrome on a real device
with OS Android 6.0.

B. Results and Discussion

1) Number of Malicious Websites Discovered by Search:
As a result of the search, 200 landing sites were detected
from 122,350 crawled websites. These 200 sites included adult
sites, video sharing sites, and news sites. In fact, 91 malicious
sites had the same URL as a seemingly legitimate world
news website. It has been previously reported that legitimate
websites are used for attacks that use the links to the actual
news sites posted on multiple forums and execute malicious
codes [15]. We plan to examine how the attack that redirects
users to unwanted websites occurs on legitimate sites in future
research.

Google’s Safe Browsing technology examines billions of
URLs per day looking for unsafe websites and discovers
thousands of new unsafe sites every day [16]. Although it
is not possible to make a simple comparison with Google’s
Safe Browsing technology, the proposed method can also
efficiently discover malicious websites. Of the 200 landing
sites we discovered, 182 landing sites were occurred redirect
as of January 7, 2020 could not be detected by Google Safe
Browsing, which uses a URL blacklist method. Thus, we need
to analyze the reason that about 90% of malicious websites
cannot be detected using the existing blacklist. In addition,
since the detection rate of the existing blacklist is low, a
blacklist that can be updated in a timely manner for mobile
devices is urgently needed.

Among 200 landing sites, 54 sites were unique FQDNs. We
extracted 111 keywords from the communication data when 54
landing sites with unique FQDNs were accessed. Among the
extracted keywords, there were 3 file names and 108 FQDNs.
Of the FQDNs extracted as keywords, the number of FQDNs
providing the files that causes the redirection was 3, which is
equal to number of file names extracted because the file that
causes the redirection could not be specified on the landing
site due to the obfuscation of the JavaScript code.

2) Detection Rate of Malicious Websites Using Blacklists:
Table II shows the detection results of malicious websites
using a blacklist generated by searching malicious websites
from July 23 to December 16, 2019.

To comply with the requirements of ethical research, the
matching keywords are represented by labels. For example,



TABLE II
DETECTION RESULTS OF MALICIOUS WEBSITES USING A BLACKLIST

Use of different intermediate sites Detection rate Keyword that matched when detectedor unwanted websites (detection/accesses)

Site A None 100% (10/10) FQDN1 of intermediate site
FQDN1 of unwanted website

Site B None 100% (10/10) FQDN1 of intermediate site
FQDN1 of unwanted website

Site C None 100% (10/10) FQDN2 of intermediate site
FQDN2 of unwanted website

Site D None 100% (10/10) FQDN3 of intermediate site

Site E Use
100% (10/10)

(Transition a)
FQDN4 to FQDN6 of intermediate site
FQDN3 of unwanted website

60% (6/10) (Transition b)
FQDN7 of unwanted website

FQDN1 of the intermediate site in Table II is one of the
FQDNs that are the keywords extracted from the intermediate
site.

On sites A to D, the access to the malicious websites was
detected by the keyword matched at the time of detection
shown in Table II for all 10 accesses.

In Transition a of Site E, access to the malicious websites
was detected in all 10 accesses by FQDN4 to FQDN6 ex-
tracted from the intermediate site and FQDN3 extracted from
the unwanted website. In Transition b, access to the malicious
website was detected in 6 out of 10 accesses by FQDN7
extracted from the intermediate site. In Transition b, there
were cases that false negatives occurred. In these cases, a
FQDN that was not registered in the blacklist was used for the
intermediate site. This FQDN was different from the FQDN7
of the intermediate site by only one character.

The keywords matched at the time of detection are the
FQDNs of the intermediate site or the FQDNs of the unwanted
website. Since the file name that causes the redirection and
the FQDNs that provide the file are small in the number of
extractions, it is presumed that the keywords did not match at
the time of detection.

VI. RELATED WORK

Sun et al. [17] proposed AutoBLG, which automatically
detects a new malicious URL from the web space and gen-
erates a blacklist. AutoBLG efficiently discovers malicious
URLs by collecting unknown URLs using IP addresses of
malicious URLs and reducing the number of URLs to analyze
by filtering. AutoBLG focuses on the drive-by download attack
as a web-based attack. In contrast, in the proposed method, we
focus on the attacks redirecting a user to unwanted websites.

There is another study that proposed kAYO, which detects
malicious websites for mobile devices in real-time [18] using
supervised machine learning and thus require labeled teacher
data used for learning in advance. However, creating such
data is very costly. The proposed method uses a relatively
small number of keywords extracted from malicious websites
to discover new malicious websites.

VII. CONCLUSION

To detect the cyberattacks that redirect users to unwanted
websites, we proposed a method that generates a blacklist
for mobile devices. The proposed method efficiently discovers
malicious websites by using a large number of HTML files
collected from the web space using a crawler, and searching
for HTML files that are likely to be malicious using the
keywords extracted from the known malicious websites. The
blacklist that is generated using the proposed method includes
FQDNs of intermediate sites or unwanted websites. This
makes it possible to detect access to not only the landing site
but also the intermediate sites and unwanted websites.

Using the proposed method, we found 182 landing sites
that could not be detected by Google Safe Browsing. We
also gained access to malicious websites on mobile devices
using the blacklist generated by the new method. Of the
five malicious websites used in the evaluation, the blacklist
detected all 10 accesses at four websites. This evaluation result
shows that the blacklist using keywords has a sufficiently high
detection rate for a specific malicious website. However, one
of the reasons for the high detection rate is that the malicious
websites collected using the proposed method were used for
evaluation.

In our future work, we plan to examine how the attack that
redirects users to unwanted websites occurs on legitimate sites
and evaluate the detection rate of our blacklist for common
malicious URL lists.
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