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Splitting and oscillation of Majorana zero modes in the p-wave BCS-BEC
evolution with plural vortices
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We investigate how the vortex-vortex separation changes Majorana zero modes in the vicinity of the BCS-BEC
(Bose-Einstein condensation) topological phase transition of p-wave resonant Fermi gases. By analytically and
numerically solving the Bogoliubov–de Gennes equation for spinless p-wave superfluids with plural vortices, it is
demonstrated that the quasiparticle tunneling between neighboring vortices gives rise to the quantum oscillation
of the low-lying spectra on the scale of the Fermi wavelength in addition to the exponential splitting. This rapid
oscillation, which appears in the weak-coupling regime as a consequence of quantum oscillations of quasiparticle
wave functions, disappears in the vicinity of the BCS-BEC topological phase transition. This is understandable
from that the wave function of the Majorana zero modes is described by the modified Bessel function in
the strong-coupling regime, and thus it becomes spread over the vortex core region. Due to the exponential
divergence of the modified Bessel function, the concrete realization of the Majorana zero modes near the
topological phase transition requires the neighboring vortices to be separated beyond the length scale defined by
the coherence length and the dimensionless coupling constant. All these behaviors are also confirmed by carrying
out the full numerical diagonalization of the nonlocal Bogoliubov–de Gennes equation in a two-dimensional
geometry. Furthermore, this argument is expanded into the case of three-vortex systems, where a pair of core-
bound and edge-bound Majorana states survive at zero-energy state regardless of the vortex separation.
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I. INTRODUCTION

A Majorana fermion is a relativistic particle equivalent
to its antiparticle, which was originally proposed by Ettore
Majorana in 1937 [1]. It has been believed that the Majorana
zero modes offer the key to an understanding of the neutrino
mass problem [2] and a fundamental building block of
topological quantum computing [3–5]. Recently, it has been,
moreover, predicted that they are hidden in superconducting
and superfluid materials [3].

A spinless chiral p-wave superfluid may be an effective
model that describes the low-energy properties of various
p-wave superfluids without time-reversal symmetry, such as
p-wave resonant Fermi gases [6–16], half-quantum vortices
[17–22], noncentrosymmetric superconductors [23–26], and
superfluid-ferromagnet insulator junctions formed on the
topological insulator [27]. Using this model with singular vor-
tices, the low-energy excitations consist of two characteristic
quasiparticles, such as the vortex core-bound state and edge-
bound state. Their eigenenergies in a chiral kx − iky state with
arbitrary vortex winding number κ are found to be proportional
to an azimuthal quantum number � ∈ Z [6,17,28–34], E(c,e)

� ∝
� − κ−1

2 , where the weak-coupling BCS regime is assumed.
The noticeable consequence is that the lowest eigenenergy
of E

(c,e)
� can be exactly zero when κ is odd. The zero-energy

quasiparticle is composed of the equivalent contributions from
the particle and hole, and thus its creation is describable with
a self-Hermitian operator η

†
E=0 = ηE=0, called the Majorana

zero modes.
The remarkable fact arising from the self-Hermitian

property is that the Majorana zero modes and their host
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vortices obey neither Fermi nor Bose statistics because they
break the ordinary anticommutation relation η2

E=0 = 1/2 and
{ηE=0,ηE=0} = 1 [3,17,28,29,35,36]. An ordinary fermion can
be restored by taking account of the linear combination of two
Majorana operators, called the complex fermion. The p-wave
superfluid with well-separated 2n vortices may contain 2nth
Majorana states, leading to the 2nth degeneracy of the many-
body ground state differentiated by the occupation number
of the zero-energy complex fermions. Hence, the degenerate
quantum state can be a topologically protected qubit [37,38]
whose manipulation can be implemented by braiding vortices
as a consequence of the non-Abelian statistics of vortices. For
instance, a discrete set of the unitary group which manipulates
the qubit can be implemented by the braiding operation of four
vortices [17,39]. In addition, it has recently been proposed that
the continuous manipulation can be realized in three-vortex
systems [40].

While this system may offer the promising method of
the fault-tolerant quantum computation [3–5], it has recently
been revealed that the intervortex tunneling and thermal
fluctuations of vortices give rise to the decoherence of the
topological qubit [41]. Since the zero-energy wave function
is localized within the core radius when the vortices are
well separated from each other, the quasiparticle tunneling
between the Majorana zero modes lifts the degeneracy of the
many-body ground states exponentially with respect to the
ratio of the vortex distance and the core radius [41–43]. This
gives rise to the decoherence of the Majorana qubit and may
be critical for the implementation of a fault-tolerant operation.
This exponential splitting has been found to be ubiquitous in
various systems associated with non-Abelian anyons, such as
the non-Abelian quasiholes of the ν = 5

2 fractional quantum
Hall state [44,45], Kitaev’s honeycomb lattice model [46], and
the generic anyon model [47]. In addition to the splitting of
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Majorana zero modes, for the weak-coupling limit, the rapid
oscillation of the eigenenergy due to the quantum nature of
the Majorana zero mode appears on the scale of the Fermi
wavelength with varying the vortex separation [41]. The same
oscillations of energy levels are found in vortices of s-wave
superconductors [48,49]. Here, we expand the argument into
the vicinity of the BCS-BEC topological phase transition
(TPT) beyond the weak-coupling limit, which can be driven
by a magnetic Feshbach resonance in p-wave resonant Fermi
gases [6–13,28,50–55].

The aim in this work is to clarify an unsettled question, that
is, how the tunneling between the neighboring vortices changes
the Majorana zero modes in the BCS-BEC evolution of p-wave
resonant Fermi gases. In the limit where neighboring vortices
are sufficiently separated from each other, the Majorana zero
mode for an odd vorticity vortex survives until the BCS-BEC
TPT point is approached from the weak-coupling BCS limit. In
the Bose-Einstein condensation (BEC) regime beyond the TPT
point, the low-lying quasiparticle spectrum becomes trivial.
Recently, Gurarie and Radzihovsky [32] have revealed that,
in contrast to the BCS limit, the wave function of the zero-
energy states in the vicinity of the TPT is described by the
modified Bessel function, leading to the delocalization beyond
the vortex core region. This has been confirmed by our previous
study based on the self-consistent calculation [13].

In this article, we examine the splitting and oscillation of the
Majorana zero modes through the intervortex tunneling in the
vicinity of the TPT, based on the analytical and fully numerical
calculations of the Bogoliubov–de Gennes (BdG) equation. It
is demonstrated that in the weak-coupling limit, the splitting
of Majorana zero modes due to the intervortex tunneling is
characterized by a single dimensionless parameter composed
of the ratio of the coherence length and vortex separation. It
turns out to depend on the additional length scale defined by
the coherence length and the dimensionless coupling constant
in the vicinity of the TPT. Due to the exponential divergence of
the zero-energy wave function, the realization of the Majorana
qubit requires the neighboring vortices to be separated from
each other beyond the new length scale. Furthermore, a new
topological qubit recently proposed by Ohmi and Nakahara
[40] can be continuously manipulated by the braiding of three
vortices, in contrast to a discrete set of the unitary group in
four-vortex systems [17,39]. Nevertheless, the stability of the
Majorana zero modes in three-vortex systems has never been
studied so far. Hence, we expand the argument in two-vortex
systems into three-vortex systems, where a pair of edge- and
core-localized Majorana modes is found to always survive
regardless of the vortex separation.

This article is organized as follows. In Sec. II, we describe
our theoretical framework based on the BdG equation with a
nonlocal potential in two-dimensional geometry. Here, since
the BdG equation reduces to an eigenvalue problem with a
huge matrix, we outline here the numerical diagonalization
with the discrete variable representation and Krylov subspace
iteration. This is also supplemented in Appendixes A and
B. After the Majorana solution of the BdG equation is
reviewed in Sec. III A, the expression on the splitting of
the Majorana zero modes due to the intervortex tunneling
is analytically derived and compared with the full numerical
calculation. The details on the splitting modes are presented

and discussed throughout the remaining part of Sec. III. In
Sec. IV, we expand our study into three-vortex systems. The
final section is devoted to conclusions and discussion. In
addition, we give in Appendix A supplementary information
concerning the issue of the complex eigenvalues which appear
when the BdG equation within low-energy approximation is
numerically solved. In Appendix B, we describe the details of
the numerical diagonalization of the nonlocal BdG equation
in two-dimensional geometry based on the discrete variable
representation [56–58].

II. THEORETICAL FORMULATION

A. Bogoliubov–de Gennes equation and p-wave pair potential

Here we consider spinless fermions interacting via an
effective pairing potential V (r1,r2) with mass M . It is
convenient to introduce a spinor in the Nambu space, �(r1) ≡
[ψ(r1),ψ†(r1)]T, with the creation and annihilation operators
of spinless fermions ψ† and ψ . Using the definition of the pair
potential,

�(r1,r2) = −V (r1,r2)〈ψ(r1)ψ(r2)〉, (1)

the Hamiltonian within the mean-field approximation is given
by

H = E0 + 1

2

∫
d r1

∫
d r2�

†(r1)K̂(r1,r2)�(r2), (2)

where the matrix K̂ is given as

K̂(r1,r2) =
[

H0(r1)δ(r1 − r2) �(r1,r2)

−�∗(r1,r2) −H ∗
0 (r1)δ(r1 − r2)

]
,

(3)

with H0(r) = − ∇2

2M
− µ. Throughout this article, we set h̄ =

kB = 1. The p-wave pair potential must satisfy the symmetry
on the orbital degrees of freedom,

�(r2,r1) = −�(r1,r2). (4)

The mean-field Hamiltonian in Eq. (2) can be diagonalized
by introducing the unitary transformation to the quasiparticle
basis with ην ≡ [ην,η

†
ν]T,

�(r1) =
∑

ν

ûν(r1)ην, (5)

where ûν is a 2 × 2 matrix and the matrix elements describe
the quasiparticle wave functions. This is required to satisfy the
orthonormal condition,∫

û†
ν(r1)ûν ′(r1) d r1 = δν,ν ′ , (6)

and completeness conditions,
∑

ν ûν(r1)û†
ν(r2) = δ(r1 − r2).

Also, the fermion operators ην and η†
ν obey the anticommu-

tation relation, {ην,η
†
ν ′ } = δν,ν ′ and {ην,ην ′ } = {η†

ν,η
†
ν ′ } = 0.

The mean-field Hamiltonian in Eq. (2) is now diagonalized
in terms of this basis with the quasiparticle energy Eν as
H = E0 + 1

2

∑
Eνη

†
ν τ̂3ην . This diagonalization leads to the

BdG equation,
∫

d r2K̂(r1,r2)ûν(r2) = Eνûν(r1). Here, it is
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found that the matrix elements of û yield (û)22 = (û)∗11 and
(û)12 = (û)∗21 because of the symmetry

−τ̂1K̂∗(r1,r2)τ̂1 = K̂(r1,r2), (7)

where τ̂1,2,3 denote the Pauli matrices. Hence, the BdG
equation reduces to the equation for the quasiparticle wave
function uν = (û)11 and vν = (û)21,∫

d r2K̂(r1,r2)

[
uν(r2)

vν(r2)

]
= Eν

[
uν(r1)

vν(r1)

]
. (8)

This equation describes the energy eigenstate in the presence
of the nonlocal pair potential �(r1,r2).

In order to clarify low-lying quasiparticle structures in chi-
ral p-wave superfluids, we directly solve the BdG equation (8)
with the nonlocal pair potential �(r1,r2). First, we derive the
general expression of �(r1,r2) in a three-dimensional coor-
dinate r = (x,y,z). The pair potential �(r1,r2) is expanded
to the Fourier series with respect to the relative coordinate
r12 ≡ r1 − r2,

�(r1,r2) =
∫

dk
(2π )3

�

(
r1 + r2

2
,k

)
eik·r12 , (9)

with the relative wave vector k ≡ (kx,ky,kz). Here, we assume
�(r,k) to be expanded as

�(r,k) =
∑

m=0,±1

Am(r)
m(k). (10)

The function Am(r) on the center-of-mass coordinate r
describes the spatial variation of the pair potential around
vortex cores, as we will see in Sec. II B. The function 
m(k)
in Eq. (10) is a symmetry factor that describes an attractive
interaction in p-wave channel. In the uniform system, the
symmetry factor is obtained by replacing the interparticle
potential V in Eq. (1) to a model potential [6,7,9–11] with


m(k) = kk0

k2 + k2
0

k̂m. (11)

Here, k̂m is the eigenstates of the angular momentum operator
of L = 1 in relative coordinate, Lzk̂m = mk̂m, k̂±1 = ∓(k̂x ±
ik̂y), and k̂0 = k̂z. The parameter k0 in Eq. (11) corresponds
to the inverse of an effective interaction range. Since the
diluteness of systems requires k−1

0 
 k−1
F , the low-energy

physics of the BdG equation (8) under �(r,k) within k ≈ kF

may be describable with 
(k) ≈ k
k0

k̂m. Note that the symmetry
factor yields 
m(|k| → ∞) = 0 in the high-energy limit.
For the numerical diagonalization of the BdG equation (8),
however, we further replace the expression of 
m(k) in
Eq. (11) to


m(k) = k

k0
e−(k2−k2

1 )/k2
0 k̂m. (12)

Here, the additional parameter k1 is introduced, which is
assumed to be an order of the Fermi wavelength k1 = kF . Note
that this expression on 
m(k) in Eq. (11) correctly reproduces
the low- and high-energy behaviors of the original form in
Eq. (11). As we see below, in particular, the behavior 
m(|k| →
∞) = 0 is crucial for preserving the p-wave symmetry of
�(r1,r2) in Eq. (4), which guarantees the eigenvalues of
Eq. (8) to be real in numerical diagonalization.

By substituting Eqs. (10) and (12) into Eq. (9) and
performing the integral over k, the pair potential �(r1,r2)
in a real coordinate is given by

�(r1,r2) =
∑

m=0,±1

Am

(
r1 + r2

2

)

m(r12), (13a)


±1(r12) = ∓ ik4
0

16π3/2
(x12 ± iy12)e

− |r12 |2k2
0

4 + k2
1

k2
0 , (13b)


0(r12) = ik4
0

16π3/2
z12e

− |r12 |2k2
0

4 + k2
1

k2
0 . (13c)

It is easy to see that the eigenenergy of the BdG equation (8) is
given by E(k) =

√
ε2
k + |∑m 
m(k)Am|2, with εk ≡ k2

2M
− µ,

when the uniformity of the pair potential Am is assumed.
Throughout this article, we assume the chiral p-wave

pairing state, (A+1,A0,A−1) = (0,0,A). This can be realized
in a two-dimensional geometry, where the pair potential and
wave functions reduce to A(r) = A(x,y), uν(r) = uν(x,y),
and vν(r) = vν(x,y). Then the BdG equation (8) in the
two-dimensional geometry is rewritten as∫

dρ2K̂(ρ1,ρ2)

[
uν(ρ2)

vν(ρ2)

]
= Eν

[
uν(ρ1)

vν(ρ1)

]
, (14)

where ρ = (x,y). The pair potential �(ρ1,ρ2) ≡∫
dz1

∫
dz2�(r1,r2) in a two-dimensional plane is given from

Eq. (13) by

�(ρ1,ρ2) = ix12 + y12

8πk−3
0

e
− |ρ12 |2k2

0
4 + k2

1
k2
0 A

(
ρ1 + ρ2

2

)
, (15)

where ρ12 = (x12,y12) ≡ ρ1 − ρ2. It is obvious that the ex-
pression of the nonlocal pair potential in Eqs. (13) and
(15) still satisfy the p-wave symmetry in Eq. (4) and the
Hamiltonian density K̂(r1,r2) is Hermitian, which guarantees
the eigenvalue Eν to be real.

Since this article focuses on the low-energy quasiparticles,
it might be convenient to carry out the approximation with
k0 → ∞ in Eq. (12), which reduces the symmetry factor
to 
m(k) ≈ k

k0
k̂m. This simplification, which neglects the

effective size of the Cooper pair, changes the the nonlocal
pair potential to the local expression �(r1,r2) ≈ δ(r1 −
r2) 1

2k0

∑
m=0,±1{�(r),Pm} derived in Eq. (A1). Here, Pm

consists of the linear combination of spatial derivatives as
described in Appendix A. It is important to note that the
�(r1,r2) resulting from k0 → ∞ no longer satisfies the
p-wave symmetry in Eq. (4). Then, the nonlocal BdG equa-
tion (8) reduces to the local form described in Eq. (A3) with
K̂(r1,r2) = K̂(r)δ(r1 − r2), where the matrix K̂(r) results in
the non-Hermitian matrix. As we discuss in Appendix A, this
non-Hermitian matrix may contain the complex eigenvalues,
especially for Eν → 0. In practice, a nonvanishing imaginary
part of the eigenvalues Eν , which appears when the non-
Hermitian matrix is numerically diagonalized, gives rise to
the abrupt jump of the corresponding real part.

It is known that non-Hermitian matrices also appear in the
BdG equation in Bose-Einstein condensates, which describes
a small fluctuation around a given ordered state within the
mean-field approximation for dilute Bose systems [59,60].
In the context of Bose-condensed systems, the physical
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(a) (b)

FIG. 1. Schematic picture of the vortex configuration in the case
of Nv = 2 (a) and Nv = 3 (b) with the core radius ξ .

meaning of the complex eigenvalues has been discussed by
a large number of authors [61–64] and has been found to be
associated with the dynamical instability of a given ordered
state without any dissipation. In contrast to Bose systems,
however, the non-Hermitian of K̂(r) is in consequence of
the approximation on �(r1,r2) at k0 → ∞, which no longer
satisfies the p-wave symmetry in Eq. (4), and the imaginary
value of the eigenenergies must be unphysical. Hence, the BdG
equation (14) with nonlocal pair potential �(r1,r2) in Eq. (15)
has to be directly solved in order to avoid the emergence
of complex eigenvalues in numerical diagonalization. The
nonlocal BdG equation (14) can be numerically solved by
using the discrete variable representation (DVR) and Krylov
subspace iterative method as described in Appendix B.

B. Vortex configuration and BCS-BEC evolution

Throughout this work, we assume the spatial shape of the
pair potential around vortices expressed through A as

A(ρ) ≡ �0

Nv∏
j=1

eiκj θ̄j tanh

( |ρ̄j |
ξ0

)
. (16)

Here, κj is the winding number of the j th vortex, ρ̄j ≡
ρ − Rj denotes the coordinate centered at the j th vortex
core Rj , and θ̄j ≡ tan−1(ȳj /x̄j ) is the polar angle. The
vortex positions {Rj }j=1,...,Nv

are set to be R1 = Dv( 1
2 ,0)

and R2 = Dv(− 1
2 ,0) for Nv = 2 systems and R1 = Dv( 1√

3
,0),

R2 = Dv(− 1
2 ,

√
3

2 ), R3 = Dv(− 1
2 , −

√
3

2 ) for Nv = 3 systems
(see also Fig. 1). The BdG equation (14) with Eqs. (15) and
(16) gives the low-energy quasiparticle spectra for spinless
p-wave superfluids with plural vortices, where the BCS-BEC
evolution is parameterized by varying the strength of �0 and
µ, as described in what follows. Here we impose the rigid
boundary condition on the quasiparticle wave functions at the
radius R = 150k−1

F as un(|ρ| = R) = vn(|ρ| = R) = 0.
The resulting BdG equation (8) contains four length scales,

such as the mean interparticle distance k−1
F , the coherence

length ξ = (2EF /�0)k−1
F , the distance between neighboring

vortices Dv ≡ |Rj − Rj+1|, and the radius of the system
R. Here, since we are interested in the situation, k−1

0 <

k−1
F < ξ 
 Dv < R, the large number of the DVR basis

N has to be taken. In cold atoms confined in a harmonic
trap, for instance, Dv/ξ is estimated as Dv/ξ < RTF/ξ ∼√

Natom/kF ξ ∼ O(100) with the Thomas-Fermi radius of the

cloud RTF and the total particle number Natom = O(105). In
this calculation, we set the number of the DVR basis function
to be N = 300, which requires the large size of the memory. To
overcome this issue, the huge and dense matrix is numerically
diagonalized with the shift-invert Lanczos algorithm [65].
This algorithm can reduce the eigenvalue problem to the
2N2-dimensional linear equation, which is iteratively solved
using the Krylov subspace method, such as the generalized
minimal residual method with a preconditioner [66].

It is convenient to introduce the dimensionless parameter

kµξ0 ≡ kµ

k0

kF

ξ ≡ kµ

kF

MD0
, D0 ≡ kF

k0
�0, (17)

which can parametrize the BCS-BEC evolution in p-wave
resonant Fermi gases [13]. Here kµ ≡ √

2M|µ| is defined
with the chemical potential µ. The length scale k−1

µ is found to
describe the shortest wavelength of the low-lying quasiparticle
wave function. In the weak-coupling limit where µ ≈ EF �
�0, it turns out to be equivalent to kµξ0 ≈ kF ξ � 1. As the
amplitude of the pairing interaction increases, however, the
values of µ and � deviate from those in the weak-coupling
regime. In practice, µ (�) decreases (increases) gradually with
increasing pairing interaction and becomes zero at certain
value of the coupling constant [6,7,9–11,13]. The point at
which µ becomes zero (kµξ0 = 0) is regarded as the TPT
point, which is known to give rise to the drastic change of the
low-lying spectra of chiral p-wave superfluids. The low-lying
spectra in the regime with µ > 0 (kµξ0 > 0) is sensitively
affected by the nontrivial topological structure of the pair
potential, while the BEC regime (µ < 0) beyond the TPT point
has quasiparticle excitations with a trivial gap ≈|µ|. Hence,
we focus on the regime with µ > 0, that is, kµξ0 > 0, in this
article.

III. SPLITTING OF MAJORANA ZERO MODES
IN TWO-VORTEX SYSTEMS

A. Majorana zero modes

The odd parity of the pair potential, �(r1,r2) =
−�(r2,r1), leads to the symmetry of the BdG matrix K̂(r1,r2)
described in Eq. (7). This gives rise to fact that if [uE,vE]T is
an eigenstate of the BdG equation (8) with a positive energy
E > 0, the corresponding [u−E,v−E]T = [v∗

E,u∗
E]T must be a

negative-energy eigenstate. Using this symmetry with Eq. (5),
the quasiparticle creation operator η

†
E is then found to be

equivalent to the annihilation of quasiparticle with the negative
energy; that is,[

η−E

η
†
−E

]
=

{[
u∗

−E

v−E

]
� +

[
v∗

−E

u−E

]
�†

}
=

[
η
†
E

ηE

]
, (18)

where uE� ≡ ∫
uE(r)�(r) d r and vE� ≡ ∫

vE(r)�(r) d r .
This consequence implies that if the quasiparticle energy is
exactly zero, the eigenfunction always satisfies

τ̂1

[
uE=0(r)

vE=0(r)

]∗
=

[
uE=0(r)

vE=0(r)

]
(19a)

and its operator yields the self-Hermitian condition

η
†
E=0 = ηE=0. (19b)
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Since the positive and negative energy states appear as a pair
and the total number of all eigenstates in Eq. (8) is also even,
the zero-energy state with un(r) = v∗

n(r) and En = 0 must
appear as a pair [32].

Let us now revisit the zero-energy solution of the BdG
equation. It is demonstrated that there exists only a single
zero-energy Majorana state for an odd vorticity κ vortex
and none for an even vorticity, as has been revealed in
the BCS limit [31], the more generic situation [32], and
the full numerical calculation [13]. This is in contrast to the
index theorem for zero-energy eigenstates of the relativistic
Dirac Hamiltonian [67,68] and the quasiclassical analysis of
the p-wave BdG equation [34]. The zero-energy solution in
the BdG equation (14) is derived from the reduced BdG
equation (A3), corresponding to the low-energy approximation
of the BdG equation (14) with 
m(k) ≈ k

k0
k̂m. Following

the procedure made by Gurarie and Radzihovsky [32], the
zero-energy solution is given as

ϕ�(ρ) = N ei�θ

[
f�(ρ)

f�−κ+1(ρ)e−i(κ−1)θ

]
e−ρ/ξ0 , (20)

where the azimuthal quantum number � ∈ Z for the zero-
energy state is determined by the vorticity κ of the pair
potential A−1(ρ) = �0e

iκθ and A+1 = A0 = 0, through � =
(κ − 1)/2 ∈ Z. The function f� is expressed as

f�(ρ) = J�

(
ρkµ

√
1 − 1

(kµξ0)2

)
(21a)

for kµξ0 > 1 and

f�(ρ) = I�

(
ρkµ

√
1

(kµξ0)2
− 1

)
(21b)

for kµξ0 < 1. Here the parameter kµξ0 is introduced in Eq. (17).
In addition, J� and I�(z) are the �th-order Bessel function and
modified Bessel function, respectiively, and N is the normal-
ization constant. For the BCS limit with kµξ0 ≈ kF ξ � 1, the
zero-energy wave function in Eq. (21a) consists of the quantum
oscillation on the scale of the Fermi wavelength due to J�(ρkF )
and the exponential decay factor as u� ≈ e−ρ/ξ0 cos(ρkF ). In
contrast, it is found from Eq. (21b) for kµξ0 < 1 that the
quantum oscillation of the wave function disappears and the
factor e−ρ/ξ0 in Eq. (21b) is canceled out by the modified
Bessel function for a large ρ as f�=0(ρ) ≈ 1√

ρ
e−(1−λ)ρ/ξ0 ,

where λ = √
1 − (kµξ0)2. This implies that the wave function

is extended over the coherence length, which manifests the
TPT at kµξ0 → 0.

B. Splitting of Majorana zero modes

Figure 2 is one of our main results, where we summarize the
splitting of the lowest eigenenergies as a function of the vortex
separation Dv/ξ0. The symbols represent the full numerical
calculation of the BdG equation (14) with the nonlocal pair
potential for various values of kµξ0, such as kµξ0 = 10, 6.67,
and 4 for the weak-coupling regime and kµξ0 = 0.63, 0.77,
and 0.89 for the strong-coupling regime. The solid and dashed
curves depict the splitting energy analytically derived with
Eq. (21), as we describe later in detail, for example, in Eqs. (28)
and (29). It is found from Fig. 2 that the Dv dependence
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FIG. 2. (Color online) Lowest eigenenergies as a function of
Dv/ξ0 for various values of kµξ0 in the case of two-vortex states
(Nv = 2). The symbols are obtained by the fully numerical calcu-
lation of the BdG equation (8), while the solid and dashed-dotted
lines denote exp(−Dv/ξ0)/

√
Dv and exp[−(1 − λ)Dv/ξ0], with λ ≡√

1 − (kµξ0)2, respectively, which are analytically given in Eqs. (28)
and (29), respectively.

of the lowest eigenenergies for the weak-coupling regime
within kµξ0 > 1 is independent of the values of kµξ0. The
exponential splitting in this regime is expressed by the single
dimensionless parameter Dv/ξ0, where ξ0 reflects the localized
area of the Majorana zero mode at each vortex core. It will
also be demonstrated analytically and numerically in Eq. (28)
and in Sec. III C that the lowest eigenenergies yield the rapid
oscillation cos(kF Dv) in addition to the exponential behavior
exp(−Dv/ξ ). As kµξ0 approaches the strong-coupling regime
within kµξ0 < 1, however, the rapid oscillation disappears and
the exponential behavior depends on the value of kµξ0. This is
because the zero-energy wave function is spatially expanded
beyond the core region as described in Eq. (21b) and implies
that the excitation spectrum in the bulk becomes gapless as the
TPT point is approached.

Then, in order to clarify this splitting and oscillation of the
Majorana zero modes for all the values of kµξ0, we extend the
results derived by Cheng et al. [41] to the more generic regime
beyond the weak-coupling limit, that is, kµξ0 ∈ (0,∞). As two
vortices get close to each other with decreasing Dv/ξ0, it is
expected that the wave functions of the Majorana zero modes
bound at each vortex core are hybridized with each other,
which lifts the degeneracy from zero energy. The variational
wave functions ϕ±(ρ) ≡ [u±(ρ),v±(ρ)]T with � = 0, called
the symmetric and antisymmetric states, are defined as

ϕ± ≡ 1√
2

[ϕ�=0,j=1 ∓ iϕ�=0,j=2], (22)

which is valid in the dilute regime of vortices Dv � ξ0. These
variational wave functions fulfill the orthogonal condition∫

ϕ
†
+ϕ−dρ = 0. Here, the function ϕ�=0,j describes the wave

functions of the zero-energy states bound at the vortex position
Rj=1 or Rj=2, which is obtained from Eq. (20) as

ϕ�,j (ρ) = ei�θ̄j ei
�j

2 τ̂3

[
f�(ρ̄j )

f�−κ+1(ρ̄j )e−i(κ−1)θ̄j

]
e
− ρ̄j

ξ0 , (23)
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where ρ̄j = ρ̄j (cos θ̄j , sin θ̄j ) denotes the coordinate centered
at the j th vortex core, �j = ∑

k �=j θ̄k(Rj ) sums up the U(1)
phase shift at the j th vortex core due to the other vortices. Also,
the function f�(ρ̄j ) is described in Eq. (21). The particle-hole
symmetry obtained from Eq. (7) points out that ϕ+(ρ) with
an eigenenergy E is associated with ϕ−(ρ) = τ1ϕ

∗
+(ρ) with

−E. Note that E can have either positive or negative value.
Hereafter, we refer to the state with u+ (u−) as the symmetric
(antisymmetric) state.

The splitting eigenenergy E+ under the hybridized wave
function in Eq. (22) obeys the BdG equation, K̂(ρ)ϕ+(ρ) =
E+ϕ+(ρ), where K̂(ρ) is presented in Eqs. (A2) and (A3),
corresponding to the low-energy approximation of K̂(ρ1,ρ2)
in Eq. (14) with 
m(k) ≈ k

k0
k̂m. With the BdG equations for

ϕ1(ρ) and ϕ+(ρ), the splitting energy E+ is now given by

E+ =
∫
�

ϕ
†
1(ρ)K̂(ρ)ϕ+(ρ) dρ − ∫

�
ϕ
†
+(ρ)K̂(ρ)ϕ1(ρ)dρ∫

�
ϕ
†
1(ρ)ϕ+(ρ) dρ

,

(24)

where � is defined in the region of x ∈ [0,∞) and y ∈
(−∞,∞). The numerator in Eq. (24) is then explicitly written
as

− i

23/2M

∫
�

dρ[u∗
1(ρ)∇2u2(ρ) + u∗

2(ρ)∇2u1(ρ) − c.c.]

+ i√
2

∫
�

dρ[u∗
1(ρ)�(ρ)u∗

2(ρ) + u∗
2(ρ)�(ρ)u∗

1(ρ) − c.c.].

The first (second) term reduces to the line integral along y at
x = 0 by carrying out the integration by parts (by employing
the Green’s theorem). Substituting Eqs. (21) and (22) into
Eq. (24), one finds for kµξ0 > 1

E+ = −2N 2b

M

∫ ∞

−∞
dy

[
J0(

√
y2 + b2)J1(

√
y2 + b2)√

y2 + b2

+ 1

ξα+

{
1√

y2 + b2
− 1

b

}
J 2

0 (
√

y2 + b2)

]
e
−2

√
y2+b2

ξα+ ,

(25)

where Jν(z) is the νth order Bessel function. The second term
on the right-hand side of Eq. (25) is negligible in the weak-
coupling limit kµξ0 ≈ kF ξ � 1 [41], while it becomes crucial
for the regime near kµξ0 ≈ 1. For the strong-coupling regime
within kµξ0 < 1, Eq. (24) with Eqs. (22) and (21) reduces to

E+ = 2N 2b

M

∫ ∞

−∞
dy

[
I0(

√
y2 + b2)I1(

√
y2 + b2)√

y2 + b2

− 1

ξα−

{
1√

y2 + b2
− 1

b

}
I 2

0 (
√

y2 + b2)

]
e
−2

√
y2+b2

ξα− ,

(26)

where Iν(ρ) is the νth-order modified Bessel function and we
introduce

α± ≡ kµ

√
±

[
1 − 1

(kµξ0)2

]
. (27)

The quantity α± describes the inverse of the wavelength
of the zero-energy state, as seen in Eq. (21). In addition,
the dimensionless variable b is regarded as b = Dvα+/2 in
Eq. (25) and b = Dvα−/2 in Eq. (26).

Let us now evaluate the integral in Eq. (25) for kµξ0 > 1.
In the leading order of b/ξ0α+ � 1 in Eq. (25); that is, the
splitting energy is given as

E+ ≈ − D0√
πkF ξ0

λ(1 + λ2)

(1 + λ)2

× �+ cos(Dvα+) − �− sin(Dvα+)√
Dvα+

e
− Dv

ξ0 , (28a)

with �± ≡
√

(λ
√

λ2 + 1 ± λ)/(1 + λ2) and

λ ≡ α+ξ0 =
√

(kµξ0)2 − 1. (28b)

In the weak-coupling limit with kµξ0 ≈ kF ξ0 � 1
and α+ ≈ kF , this reduces to E+ ∝ e−Dv/ξ0 cos(kF Dv +
π
4 )/

√
kF Dv , which is consistent with the result in Ref. [41].

The rapid oscillation on the scale of the Fermi wavelength
α−1

+ ∼ k−1
F arises from the Bessel function Jν(ρα+) in the

zero-energy solution described in Eqs. (20) and (21). In
addition, it is found from Eq. (28) that regardless of the value of
kµξ0, the quasiparticle tunneling between neighboring vortices
splits the degeneracy of the zero-energy exponentially with
respect to the ratio of the vortex separation Dv and the core
radius ξ0. This results from the fact that the wave function of
the Majorana zero modes is localized within the vortex core
∼ξ0 as described in Eqs. (20) and (21) as long as kµξ0 > 1.
Note that the second term of the right-hand side in Eq. (25)
contains the contribution e−Dv/ξ without the rapid oscillation.
However, the leading term turns out to be an order of O(b−3/2).

For kµξ0 < 1, the splitting energy is evaluated from
Eq. (26) as

E+ ≈ D0√
π

λ3/2
√

1 − λ

kF ξ0
e
−(1−λ) Dv

ξ0 , (29a)

λ ≡ α−ξ0 =
√

1 − (kµξ0)2. (29b)

Here the deviations from Eq. (28) in the regime of kµξ0 > 1
arise from following two points: (i) The disappearance of
the rapid oscillation and (ii) the exponential decay factor
e−(1−λ)Dv/ξ0 . Both can be linked to the change of the wave
functions of the Majorana zero modes from Jν to Iν in Eq. (21).
In particular, the deviation (ii) originates from the fact that the
asymptotic form of the modified Bessel function Iν(z) for a
large argument |z| � 1 involves the exponential divergence
on z and the wave function is extended beyond the vortex core
region ξ0. This means that for kµξ0 > 1, the quasiparticles
which occupy the Majorana zero modes are able to tunnel
between neighboring vortices over a distance much larger
than the coherence length ξ0. In Eq. (29), the exponential
decay factor in the resulting expression of E+ depends on the
dimensionless parameter kµξ0 which represents the effective
pairing interaction.

Let us now return to Fig. 2, in which the full numerical
results are compared with the analytical expressions derived in
Eqs. (28) and (29). The overall behavior of the splitting energy
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FIG. 3. (Color online) Relative norm R between un(ρ) and vn(ρ)
for the lowest eigenenergy states. All the points correspond to the
data displayed in Fig. 2.

can be well fitted with e−Dv/ξ0 for kµξ0 > 1 and e−(1−λ)Dv/ξ0

for kµξ0 < 1 given in Eqs. (28) and (29).
To quantify the self-Hermitian condition of the Majorana

zero modes described in Eq. (19a), un(ρ) = v∗
n(ρ), the follow-

ing quantity is introduced as the relative norm between un(ρ)
and vn(ρ),

R ≡
∫

[|un(ρ)|2 − |vn(ρ)|2] dρ. (30)

This quantity R describes the relative contribution of the par-
ticle and hole components to the lowest energy quasiparticle.
Hence, the quantity R is expected to be zero for the Majorana
zero modes realized in the dilute limit of vortices Dv � ξ .
This is plotted in Fig. 3 for several values of kµξ0. This implies
that the deviation from |un| = |vn| breaks the Majorana nature
associated with the self-Hermitian relation η† = η.

C. Weak-coupling BCS regime

In this subsection, we look more carefully into the splitting
of the Majorana zero modes in the weak-coupling regime with
kµξ0 > 1. Here, kµ = kF is assumed for simplicity. The strong-
coupling regime is discussed in the following subsection.

Figure 4(a) shows the cross section of the wave functions
|un(x,y)| at y = 0, which is obtained from the fully numerical
calculation of the BdG equation (14) for kµξ0 = 6.67 in
two-vortex systems Nv = 2. The lowest eigenenergy at Dv =
10.2ξ0 = 34k−1

F (11.7ξ0 = 39k−1
F ) is En/D0 = −6.4 × 10−6

(−2.9 × 10−6). Here it is seen from Fig. 4(a) that the wave
function is exponentially localized in the range of ξ0 =
6.67k−1

F centered at the vortex cores x = ±Dv/2. In addition,
the wave function yields the rapid oscillation on the scale of
the Fermi wavelength ≈2π/kF .

The wave function displayed in Fig. 4(a) is in good
agreement with the symmetric ϕ+(ρ) in Eq. (22) which results
from the hybridization of ϕ�,j=1 and ϕ�,j=2. Hence, the wave
function |un(x,y = 0)| in the case of Dv/ξ0 = 10.2 of Fig. 4(a)
is smoothly connected at x = 0, that is, the symmetric solution
of the wave function un(ρ). In the case of Dv/ξ0 = 11.7,
however, the wave function of the negative-energy eigenstate
has a node at x = 0, implying the antisymmetric solution of the
wave function un(ρ). The rapid oscillation of the quasiparticle
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FIG. 4. (Color online) (a) Wave functions |un| of the lowest
energy states in kµξ0 = 6.67 and Nv = 2. Here the vortex separation
is set to be Dv/ξ0 = 11.7 (solid line) and 10.2 (dashed-dotted
line) and the arrows denote the positions of the vortices. Here the
solid and the dashed-dotted lines correspond to the energy states
with E/D0 = −2.9 × 10−6 and −6.4 × 10−6, respectively. (b) The
lowest eigenenergies are plotted as a function of Dv/ξ0 ∈ [10,18],
where the solid (open) circles denote the energies of the symmetric
(antisymmetric) state. The inset shows the positive eigenenergies in
the range of Dv/ξ0 ∈ [0,18] with the logarithmic scale. The dashed
line in the inset depicts exp(−Dv/ξ0).

wave function is found to affect the energy difference between
symmetric and antisymmetric states.

Hence, it is found that the hybridized wave functions of
the Majorana zero modes are characterized by two length
scales ξ0 and k−1

µ = k−1
F in the weak-coupling regime, as also

seen in Eq. (23). The former length scale corresponding to
the coherence length determines the range of the localization
of |u(r)| and |v(r)| around the core. In the same sense as
ordinary double-well systems [69], the overlap of the wave
function bound at neighboring vortices exponentially splits
the lowest eigenenergies from zero to ≈± exp(−Dv/ξ0), as
the vortex distance gets close to ξ0. The shorter length scale
k−1
µ = k−1

F 
 ξ0 in the weak-coupling regime produces the
rapid oscillation of the eigenenergies between the symmetric
and antisymmetric solutions. As we discuss in Sec. III A
and describe in Eq. (28), these length scales are reflected
to the energy splitting and oscillation of the Majorana
zero modes. This fact is demonstrated in Fig. 4(b), where
the lowest eigenenergies are plotted as a function of Dv/ξ0.
The oscillation period is found to be ≈2πk−1

F . This agrees
with the expression of the splitting energy in Eq. (28) for the
weak-coupling regime and the dilute limit of vortices Dv/ξ �
1. The inset in Fig. 4(b), which shows the same data with the
logarithmic scale in Dv/ξ0 ∈ [0,18], also demonstrates the
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FIG. 5. (Color online) Lowest eigenenergies of the core-localized
states in the range of Dv/ξ0 ∈ [0,10]. The parameters are the same
as those for Fig. 4(b). The solid and open circles denote the
symmetric and antisymmetric states. Three density maps describe
the quasiparticle wave function |un(x,y)| (x,y ∈ [−3ξ0,3ξ0]) of
the eigenstates classified as the symmetric state at Dv/ξ0 = 1.2, 2.1,
and 5.4, respectively.

exponential dependence of the splitting energy against the
vortex separation. Note that the splitting of the Majorana zero
modes, which is critical to the decoherence in the topological
quantum computation, is also observed in other systems, such
as the non-Abelian quasiholes of the ν = 5

2 fractional quantum
Hall state [44,45], Kitaev’s honeycomb lattice model [46], and
the generic anyon model [47].

Figure 5 focuses on the small Dv region in the situation
same as Fig. 4(b). In the regime of Dv ≈ ξ0, two vortex cores
merge, resulting in one giant hole near the center ρ = 0.
Then it is found from Fig. 5 that the rapid oscillation of
the eigenenergies with ≈k−1

F disappears when Dv/ξ < 2. The
corresponding wave function |un(x,y)| yields a ring shape
surrounding the giant vortex core, as seen in the inset of Fig. 5.
This is contrast to the wave function for Dv/ξ0 � 1, which
consists of the double peaks localized at each vortex core.
Specifically, it is seen from the inset of Fig. 5 that |un(x,y)|
with En/D0 = +0.046 at Dv/ξ0 = 1.2 includes six phase
singularities inside the ring at |ρ| ≈ ξ0. This positive-energy
state is continuously connected to the Caroli-de Gennes-
Matricon core-bound state with azimuthal quantum number
� = 6 at the limit of Dv/ξ0 = 0 [13], where the pair potential
results in an axisymmetric vortex with winding number 2. Note
that the value of � depends on the parameters kµξ0.

D. Strong-coupling regime

Now let us turn to the strong-coupling regime, kµξ0 < 1.
Here, the chemical potential remains positive; that is, the
Majorana zero mode still survives in the dilute limit Dv � ξ ,
as discussed in Sec. III A. Note that µ = 0 or kµξ0 = 0 gives
rise to the TPT and the further strong-coupling regime with
µ < 0 involves an isotropic trivial excitation gap even in the
presence of vortices [12,13].

The numerical results on the energy splitting are displayed
in Fig. 6(a), where the parameters are set to be kµξ0 = 0.63
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FIG. 6. (Color online) (a) Cross section of the wave function
|un(ρ)| of the lowest energy states in kµξ0 = 0.63 and 0.77 at Dv/ξ0 =
30. The solid lines obtained by the full numerical diagonalization
of the BdG equation (14) are compared with the variational wave
function based on the analytical solution described in Eqs. (22)
and (23) (dashed lines). Here, the vortex separation is fixed to be
Dv/ξ0 = 30. The solid lines correspond to the energy states with
E/D0 = −1.33 × 10−5 for kµξ0 = 0.63 and E/D0 = 1.095 × 10−7

for kµξ0 = 0.77, respectively. The lowest eigenenergies are plotted in
(b) as a function of Dv/ξ0 ∈ [0,20], where the solid (open) symbols
denote the energies of the symmetric (antisymmetric) state of un(ρ)
for kµξ0 = 0.63 and 0.77.

and 0.77. Here the numerical results are compared with the
wave functions ϕ+(ρ) based on the analytical solution in
Eqs. (21b) and (22). It is seen that the rapid oscillation of the
wave function on the scale of the Fermi wavelength disappears
and the wave function is extended beyond the core radius ξ0.
This results from the fact that the factor e−ρj /ξ0 in Eq. (21) is
canceled out by the exponential divergence of the modified
Bessel function for a large ρ, which depends on the new
length scale ξ0/

√
1 − (kµξ0)2. It is seen from Fig. 6(a) that

the resulting wave functions obtained from the numerical
calculation are found to coincide with the analytic solution
in Eq. (21) with Eq. (22).

These modifications of the wave functions arising from
the strong-coupling effect are reflected by the quasiparti-
cle spectrum displayed in Fig. 6(b). Here the splitting of
low-lying eigenenergies is shown as a function of Dv in
the strong-coupling regime of kµξ0 = 0.63 and 0.77. The
negative-energy state turns out to be the antisymmetric state
of the wave function u(ρ), while the positive-energy state is
symmetric. In addition, the splitting of the eigenenergies is
describable with a simple exponential factor with the length
scale ξ0/

√
1 − (kµξ0)2 instead of ξ0. All the results are in
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good agreement with the expression analytically derived in
Eq. (29).

IV. THREE-VORTEX SYSTEMS

A. Low-lying edge states in plural vortex systems

In chiral p-wave superfluid with a single vortex, the energy
spectra of the BdG equation (8) consist of two low-energy
bound states, such as the edge- and core-bound states, in
addition to the continuum states. Due to the odd parity of the
pair potential, �(r,−k) = −�(r,k), the particle incoming to
the rigid wall at |r| = R feels the π -phase shifted pair potential
relative to the outgoing one. In the weak-coupling limit with
kµξ0 � 1, this is describable with the one-dimensional Dirac
equation with mass domain wall [33,70], which leads to the
low-energy Andreev resonant state bound at the domain wall
or the edge of systems. The dispersion is proportional to the
azimuthal quantum number �, E� ∝ � − (κ − 1)/2 when the
Cooper pair is in the kx − iky channel and the axisymmetric
vortex with the winding number κ is assumed [33].

Here we start by demonstrating that the dispersion of
the edge states in axisymmetric systems is applicable to the
nonaxisymmetric situation with plural vortices. Figure 7(a)
shows the wave function |un(r)| of the lowest edge-bound
states in the kx − iky pairing state with Nv = 2 vortices. In the
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FIG. 7. (Color online) (a) Wave functions u(x,y = 0) of the
lowest edge-bound state in kµξ0 = 6.67 (solid line) and 0.77 (dashed
line) with Nv = 2, where the shape of u and v is independent of
Dv . The inset shows the phase profile of un(ρ) in the range of
x,y ∈ [−R,R]. The spectrum of the low-lying edge state is displayed
in (b) and (c) as a function of Q: Nv = 2 (b) and Nv = 3 (c). The
various values of kµξ0 are plotted here. The solid lines in (b) and (c)
correspond to the dispersion in Eq. (31).

weak-coupling regime with kµξ0 = 6.67, the wave function
|u(ρ)| is localized within the coherence length ξ0/R ≈ 0.05 in
the vicinity of the surface of the system and oscillates with
the Fermi wavelength. In the strong-coupling regime with
kµξ0 < 1 [e.g., see the dashed line in Fig. 7(a)], the wave
function is no longer localized within ξ0 and the rapid
oscillation on the scale of the Fermi wavelength disappears.
Furthermore, it is found from Fig. 7(a) and the inset that the
wave function of the edge state is axially symmetric and
the phase winding number is well defined along the edge
of the system, resulting in the axisymmetric expression u(ρ) ≈
uQ(ρ)eiQθ . Hence, the edge-bound states can be identified by
counting the phase winding number Q of the quasiparticle
wave function un(ρ) or vn(ρ).

We display in Figs. 7(b) and 7(c) the energy spectra
of the edge-bound states in the case of Nv = 2 and 3,
respectively, as a function of Q. It is here seen that the
analytical dispersion relation E� ∝ � − (κ + 1)/2 is still valid
for the nonaxisymmetric situation with plural vortices. The
vortex winding number κ and the quantum number � in the
dispersion are now replaced to the total number of vortices
Nv and quasiquantum number Q ∈ Z, respectively. Here, Nv

determines the phase winding of the pair potential along the
closed path near the edge; that is, �(ρ,k) ∝ eiNvθ at |ρ| ∼ R.
As shown in Figs. 7(b) and 7(c), the replaced dispersion,

EQ =
(

Q − Nv − 1

2

) D0

kF R
, (31)

is in good agreement with the numerical results of the
edge states, which allows us to classify the low-lying BdG
eigenstates with the phase winding Q. It is obvious that the
lowest energy of EQ can be zero if the total vortex number
Nv is odd. It should be emphasized that this outcome is
independent of the details of the boundary condition and the
internal information of the system, such as Dv/ξ0. This was
demonstrated in our previous work [12] that an alternative
boundary condition due to a trap potential which is used to
confine atomic clouds does not alter the low-energy dispersion
of the edge-bound states in vortex-free states. Hence, it is
expected that the lowest edge-bound state for an odd number
of Nv always survives at the zero energy unless the system
approaches the dense regime of vortices.

B. Splitting of Majorana zero modes

As described previously, the edge-bound state for three-
vortex systems contributes to Majorana zero modes, as well
as three core-bound states. Hence, there exist four degenerate
zero-energy states in total, when each vortex is well separated
from each other and the edge. In contrast, the low-energy
spectrum for Dv 
 ξ0 coincides with that in the single “giant”
vortex with Nv = 1 and the winding number κ = 3, where the
“index theorem” ensures the topological protection of one pair
of the zero-energy state [13,31,32]. Here we clarify the spectral
stability of the Majorana zero modes in the intermediate regime
that the vortex separation and the radius of systems are finite
but not zero.

The finiteness of vortex separation and the radius of
systems lifts the degeneracy of Majorana zero modes into four
nondegenerate states, where two of them have positive energies
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FIG. 8. (Color online) (a) Wave functions |un(ρ)| of the lowest
energy states in the case of Nv = 3 with kF ξ0 = 4 and Dv/ξ0 = 15.
As depicted in the top panel, the horizontal axis corresponds to the
path along A → B → C → A → D, where A, B, and C denote
the vortex positions and D is the boundary of the system. The top
and bottom panels in (a) are referred to as the core-bound state and
edge-core-bound state, whose energies are En/D0 = 4.6 × 10−7 and
2.2 × 10−12, respectively. (b) The lowest eigenenergies are plotted as
a function of Dv/ξ0 ∈ [9,15], where the solid (open) circles denote the
energies of the core-bound (core-edge-bound) state. The inset shows
the positive eigenenergies in the range of Dv/ξ0 ∈ [0,18] with the
logarithmic scale. The dashed line in the inset depicts exp(−Dv/ξ0).

and the others are found to have the corresponding negative en-
ergies. This is because of the quasiparticle tunneling between
the cores and edge. Figure 8(a) shows the wave functions
|un(ρ)| of the two lowest energy states in the weak-coupling
regime kµξ0 = 4 along the path A → B → C → A → D,
numerically obtained from the BdG equation (14). The wave
function in the higher energy state with En/D0 = 4.6 × 10−7

has three peaks at each vortex cores labeled as A, B, and
C, while the lower energy state with En/D0 = 2.2 × 10−12

consists of all the contributions from the three core- and
edge-bound states. It is found that the localization of the
wave function at the core region is still describable with the
analytical solution in Eq. (21), where they oscillate rapidly on
the scale of the Fermi wavelength.

As we have seen in two-vortex systems, the oscillation of
the wave function gives rise to the oscillation of the splitting
eigenenergies as a function of the vortex separation. This
consequence can be extended to the case of three-vortex
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FIG. 9. (Color online) Lowest eigenenergies as a function of
Dv/ξ0 for various values of kµξ0 in the case of three-vortex states
(Nv = 3). The symbols denote the fully numerical solution of the
BdG equation (8) and the solid and dashed lines depict the analytical
results for Nv = 2 described in Eqs. (28) and (29), respectively.

systems. We present in Fig. 8(b) the low-lying eigenenergies
for the three-vortex system with kµξ0 = 4 as a function of the
vortex separation Dv/ξ0. It is seen that two of them oscillate on
the scale of the Fermi wavelength as well as the results in the
case of Nv = 2. In addition, these oscillating eigenenergies
are found from the inset to obey the exponential splitting
with respect to Dv/ξ0, that is, exp(−Dv/ξ0). The splitting
and oscillating eigenenergy states consist of three core-bound
wave functions, as seen in the top panel of Fig. 8(a). The state
that the edge-bound state contributes always has lower energy
than core-bound states and survives in the vicinity of the zero
energy regardless of Dv . It is also found from the inset that the
lowest eigenenergies are embedded around |En|/D0 <∼ 10−10,
while they gradually increase with the rapid oscillation as
Dv/ξ0 increases. This is due to the quasiparticle tunneling
between the vortex core and edge as a result of the finite size
effect with the fixed RkF = 150.

Finally, we summarize in Fig. 9 the shift of the eigenener-
gies as a function of Dv/ξ0 for three-vortex systems. For all the
data, the upper branches are found to consist of the core-bound
states without the contribution of the edge state, as displayed in
the top panel of Fig. 8(a). The whole behavior of the splitting
energy is determined by the quasiparticle tunneling between
the neighboring vortices, which is the same situation as that
in the case of two-vortex systems. In fact, the upper branches
are fitted by the exponential factor e−Dv/ξ0 for kµξ0 > 1 and

e−
√

1−(kµξ0)2Dv/ξ0 for kµξ0 < 1, as well as Fig. 2 for Nv = 2,
which implies that the analytical results in Eqs. (28) and (29)
are applicable to the splitting of Majorana zero modes due to
the intervortex tunneling in three-vortex systems.

The lower branches for each kµξ0 in Fig. 9 are identified as
the core-edge-bound states, as displayed in the bottom panel of
Fig. 8(a). Since the distance between A and D becomes short
as Dv/ξ0 increases, the quasiparticle tunneling between the
core and the edge gives rise to the increase of the eigenenergy
of the core-edge-bound state and deviates from the zero energy
exponentially. Note that this finite-size effect may be negligible
as long as the system size is macroscopic and the vortices are
dilute.
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V. CONCLUDING REMARKS

Here we have investigated the splitting and quantum
oscillation of Majorana zero modes due to the quasiparticle
tunneling between neighboring vortices in spinless chiral
p-wave superfluids, based on the analytical and numerical
calculations of the BdG equation (14). The equation which we
use in this article contains the nonlocal p-wave pair potential
described in Eq. (15), which guarantees all the eigenvalues
to be real. In addition, the BdG equation reduced to the low
energy contains the zero-energy solution bound at a vortex
core when the vorticity of the pair potential is odd.

In two-vortex systems, the analytical expression on the
splitting eigenenergy of the Majorana zero modes has been
derived by using the generic solution for the zero-energy
core-bound states. The resulting expressions in Eqs. (28) and
(29) tell us that in the weak-coupling regime within kµξ0 > 1
the quantum oscillation on the scale of kµ

√
1 − (kµξ0)−2

appears in addition to the exponential splitting of the eigenen-
ergies. The exponential behavior turns out to be characterized
uniquely by the ratio of the vortex separation Dv and the
coherence length of the pair potential ξ0 as e−Dv/ξ0 .

In contrast, the rapid oscillation disappears in the strong-
coupling regime close to the TPT point at kµξ0 = 0. Here it has
been demonstrated that the wave function of the zero-energy
quasiparticle bound at a vortex core can be extended to
neighboring vortices within ξ0/

√
1 − (kµξ0)2, which enhances

the splitting of the Majorana zero energy. These facts are
reflected by the energy splitting obtained in Eq. (29), where
the splitting for kµξ0 < 1 is uniquely determined by the
single parameter

√
1 − (kµξ0)2Dv/ξ0. All these behaviors for

kµξ0 > 1 and kµξ0 < 1 have been confirmed by numerical
diagonalization of the BdG equation (14) with the huge
size of the matrix and explained by the drastic change of
the wave function of the Majorana zero modes from the
Bessel function to the modified Bessel function. Hence, it
is concluded that the concrete realization of the non-Abelian
statistics associated with the Majorana zero modes requires the
neighboring vortices to be separated from each other over the
length scale ξ0 for kµξ0 > 1 and ξ0/

√
1 − (kµξ0)2 for kµξ0 < 1.

We have also expanded these arguments into three-vortex
systems, where one of four zero-energy states in dilute limit
Dv/ξ0 � 1 is contributed from the edge-bound state. The
four degenerate ground states can be differentiated by the
quasiparticle tunneling between vortices and/or the edge of
the system. The quasiparticle tunneling between neighboring
vortices gives rise to the splitting and quantum oscillation of
two of four degenerate zero-energy states in the same sense
as the case of two-vortex systems. In contrast to two-vortex
systems, however, the other zero-energy states composed of the
core- and edge-bound states are insensitive to the vortex-vortex
separation but affected by the vortex-edge tunneling, that is,
the finite size effect of the system.

ACKNOWLEDGMENTS

The authors acknowledge M. Ichioka, M. Nakahara, and
T. Ohmi for many stimulating discussions. This research was
supported by the Grant-in-Aid for Scientific Research, Japan
Society for the Promotion of Science.

APPENDIX A: LOW-ENERGY APPROXIMATION ON
EQ. (8) AND COMPLEX EIGENVALUES

In this appendix, we start with the BdG equation (8) and the
nonlocal pair potential Eq. (9) with Eq. (10). The expression
of the symmetry factor 
m(k) in Eq. (11) reduces to 
m(k) =
k
k0

k̂m when the low-energy limit is taken as k 
 k0. Then,
following the procedure described in Refs. [13,71], the pair
potential is expressed with the local function Am(r) and the
spatial derivatives P±1 ≡ ∓(∂x ± i∂y) and P0 ≡ ∂z as

�(r1,r2) ≈ 1

k0

∑
m

Am(r)P (1)
m δ(r1 − r2). (A1)

Here we replace iAm → Am. Hence, the matrix in the
BdG equation (8) reduces to the local form as K(r1,r2) ≈
K(r1)δ(r1 − r2), with

K(r) =
[

H0(r) �(r)

−�∗(r) −H ∗
0 (r)

]
, (A2a)

�(r) = 1

2k0

∑
m=0,±1

{Am(r),Pm} . (A2b)

The resulting BdG equation for the quasiparticles under
pair potentials in m orbital channels is then given as[

H0(r) �(r)

−�∗(r) −H ∗
0 (r)

] [
uν(r)

vν(r)

]
= Eν

[
uν(r)

vν(r)

]
. (A3)

The resulting equation turns out to be the eigenvalue problem
with non-Hermitian matrix K̂(r), in contrast to the original
matrix K̂(r1,r2) that is Hermitian. This is in consequence
of approximation on the nonlocal pair potential described in
Eq. (A1), which no longer exhibits the p-wave symmetry in
Eq. (4).

The BdG equation (A3) simplified to the local form is useful
for the derivation of the analytic solution of the zero-energy
eigenstates, for instance, as described in Eq. (21). Actually, the
analytic solutions derived from Eq. (A3) are in good agreement
with the results obtained from the numerical diagonalization
of the nonlocal BdG equation (14). Nevertheless, we should
notice that the simplified equation (A3) is not suitable for the
investigation into the accuracy of the zero-energy eigenvalues.

In practice, it is easy to see that the BdG equation (A3) may
contain complex eigenvalues. Assuming the eigenstate that
yields uν(r) = v∗

ν (r), the BdG equation for Eν ∈ C is rewrit-
ten as H0(r)uν(r) + �(r)vν(r) = Eνuν(r) and H0(r)uν(r) +
�(r)vν(r) = −E∗

ν uν(r), leading to Eν = −E∗
ν . Hence, a pure

imaginary value Eν ∈ C may be an eigenvalue as well as
the zero-energy solution with Eν = 0 so that they are not
distinguishable within the numerical diagonalization. Note that
the complex eigenvalues always appear as a pair of Eν and
−E∗

ν because of the particle-hole symmetry of the eigenstates
derived from Eq. (7).

In Fig. 10, we present the lowest eigenvalues in the case of
three-vortex systems with kµξ0 = 6.67 as an example, where
the eigenenergies obtained from Eq. (A3) are compared with
those based on the nonlocal BdG equation (14) with Eq. (15).
It is seen that the real part of Eν yields an abrupt jump at certain
value of Dv/ξ0 = 8, which is the ratio of the vortex separation
and coherence length. All the eigenvalues for Dv/ξ < 8 are
real, while the nonvanishing imaginary part appears in the
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FIG. 10. (Color online) (a) Real part of the low-lying eigenvalues
En for kµξ0 = 6.67 and Nv = 3 as a function of the vortex separation
Dv . The solid circles are the same data displayed as circles in Fig. 8(b),
which result from the diagonalization of Eq. (14) with nonlocal
�(r1,r2) in Eq. (15). The open squares are the numerical results
obtained from Eq. (A3). The imaginary part of the corresponding
energy En is displayed in (b).

situation beyond Dv/ξ = 8. In contrast, the imaginary part and
abrupt jump of Eν never appear in the eigenvalues obtained
from the BdG equation (14) with the nonlocal �(ρ1,ρ2).

APPENDIX B: DISCRETE VARIABLE REPRESENTATION

Here we describe the details about how to numerically
solve the BdG equation (8) with the nonlocal pair potential
obtained in Eq. (15). In order to map the BdG equation (8)
into the eigenvalue equation, we apply the the DVR [56–58].
The details are as follows: First, it is convenient to replace
the continuous variable ρ ≡ (x,y) to the N discrete grids
{xj }j=1,...,N and {yj }j=1,...,N , where xj ,yj ∈ [−R,R]. Here,
to interpolate an arbitrary function on these grid points, we
introduce a set of the N Lagrange polynomials within the
range q ∈ [−R,R],

fj (q) =
N∏

k �=j

q − qk

qj − qk

, (B1)

which satisfies the conditions

fj (qk) = δj,k, (B2a)∫ R

−R

fj (q)fk(q) dq = λjδj,k, (B2b)

where q = x,y. The former condition is ensured by the
Lagrange interpolation with Eq. (B1). The latter can be
satisfied by setting qj to be the grids obtained by the Gauss-
Lobatto quadrature rule [56–58], where λj is the corresponding
weights on qj . The quadrature rule turns the integral over the

continuous variable q to the summation on qj ,
∫

G(q) dq ≈∑
j G(qj )λj , which gives the exact result if the function G(q)

is a polynomial of degree � 2N − 1.
With those polynomials, let us introduce a set of

the N orthonormal functions χj (q) ≡ fj (q)/
√

λj satisfying∫ R

−R
χj (q)χk(q) dq = δj,k . Then the eigenfunction in the BdG

equation (8) in the x-y plane is expanded to[
uν(r)

vν(r)

]
=

N∑
i,j=1

[
U

(ν)
ij

V
(ν)
ij

]
χi(x)χj (y). (B3)

By substituting Eq. (B3) for Eq. (8) and using the orthonormal
condition for χj , the BdG equation (8) reduces to the
eigenvalue problem with 2N2-dimensional Hermite matrix[

H �

�† −H ∗

] [
Uν

V ν

]
= Eν

[
Uν

V ν

]
, (B4)

where Uν and V ν are the N2-dimensional vectors of U
(ν)
ij and

V
(ν)
ij , respectively. H and � are the N2 × N2 matrix and the

elements are obtained as

(H )ij,i ′j ′ =
∫

dρχi(x)χj (y)H0(r)χi ′(x)χj ′(y)

≈ h̄2

2M

[
T x

ij,i ′j ′ + T
y

ij,i ′j ′
] + [Vtrap(r ij ) − µ]δi,i ′δj,j ′ ,

(B5a)

(�)ij,i ′j ′ =
∫

dρ

∫
dρ ′χi(x)χj (y)�(r,r ′)χi ′(x

′)χj ′(y ′)

≈ √
λiλjλi ′λj ′�(ρij ,ρi ′j ′ ), (B5b)

where ρij = (xi,yj ). Note that �T = −�. In addition, the
gradient term T x

ij,i ′j ′ is given as [58]

T x
ij,i ′j ′ ≡

∫
dρχi(x)χj (y)

∂2

∂x2
χi ′(x)χj ′ (y)

≈ δj,j ′
∑

k

λk

dχi(x)

dx

dχi ′ (x)

dx

∣∣∣∣
x=xk

, (B6a)

with
dfi(q)

dq

∣∣∣∣
x=xk

= 1

qi − qk

∏
m=i,k

qk − qm

qi − qm

, for i �= k

= 1

2λi

(δi,N − δi,1), for i = k. (B6b)

Due to the nonlocality of the pair potential �(r1,r2), the
2N2 × 2N2 matrix elements in Eq. (B4) become dense. The
resulting huge and dense matrix is numerically diagonalized
with the shift-invert Lanczos algorithm [65], which reduces the
eigenvalue problem to the 2N2-dimensional linear equation.
Then the linear equation is iteratively solved by using the
Krylov subspace method, such as the generalized minimal
residual method with a preconditioner [66].
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