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PREFACE 

This is a thesis submitted to the graduate school in in partial fulfillment of the requirements 

for the academic degree of Doctor of Science in the field of Mathematics at Okayama University. 

The material in the thesis is organized by the following four chapters: 

In Chapter 0, we give some basic tools. In Section 1, we define Sullivan minimal model and 

formal space. In Section 2, we give the Sullivan minimal models of a free loop space, LX , and the 

Borel space by the free circle action on LX, ESI X S l LX. In Section 3, we explain Eilenberg-Moore 

spectral sequence. 

In Chapter 1, we calculate the mod p cohomology algebra of LX by using an Eilenberg-Moore 

spectral sequence. In Section 2, we see that the E 2 -term is isomorphic to the Hochschild homology 

of the mod p cohomology of X. In Section 3, we give a useful subalgebra of the Hochschild homology 

for a commutative graded complete algebra. In Section 4, we calculate the mod p cohomology 

algebra of LX when the mod p cohomology algebra of X is isomorphic to a truncated polynomial 

algebra generated by one element or an exterior algebra generated by two elements. In Section 

5, we apply Section 3 to provide the lower bounds on the dimensions of a Hodge decomposition 

factors of the rational cohomology of LX. 

In Chapter 2, we apply the method of Chapter 1 to the vanishing problem of a 3-dimensional 

characteristic class in string theory. In Section 1, we define string class. In Section 2, we see 

that a subalgebra of the Hochschild homology of the mod p cohomology of X is isomorphic to the 

mod p cohomology algebra of LX below degree 3. In Section 3, we give a necessary and sufficient 

condition for the vanishing of string class under a certain assumption on the 4-dimensional integral 

cohomology of X . In Section 4, we apply this result to 4-manifolds and homogeneous space of 

rank one. 

In Chapter 3, we consider a rational homotopical property of ES1 x S l LX. In Section 1, 

we consider the normality of it . In Section 2, we give a necessary and sufficient condition for 

the formality of it. In Section 3, we also consider the Connes' periodicity map of rational cyclic 

cohomology. 

I would like to express my gratitude to my supervisor Professor M.Mimura, who gave me many 

helpful comments for this thesis and to Professor K.Kuribayashi in Okayama University of Science, 

who induced me to the joint research described in Chapter 1 and Chapter 2. I also would like to 

thank Professors M.Fujii, K.Shimakawa and LYoshioka for their encouragements. 
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Introduction 

Let X be a path-connected and simply connected space and 51 the circle. We denote 

the free loop space of X by LX, by which we mean the space of all continuous maps from 

51 into X endowed with compact-open topology. If X is a manifold, the free loop space is 

an interesting object in the study of the set of closed geodesics. In 1969, Gromoll and Meyer 

showed, for a simply connected closed Riemannian manifold M, that if there exists a field k 

such that the sequence of Betti numbers {b (LM k) = dim H (LM' k)} . b d d n, k n , n>O IS un oun e , 

then for any Riemannian metric there exist infinitely many geometrically distinct closed 

geodesics on M ([18]). Their statement induces us to study the (co)homology of free 

loop space. Let Q be the rational number field . If k = Q, the minimal model ([48],[8]) 

established by Sullivan is useful for this purpose . It is a commutative differential graded 

algebra (CDGA) such that its algebra is free and its differential is decomposable. In 1979 , 

Sullivan and Vigue-Poirrier showed, by using the Sullivan minimal model of LX, that the 

rational cohomology algebra of X, H*(X; Q), requires at least two generators if and only if 

{bn(LX, Q)}n>O is unbounded ([49]). We must pay attention that, for a field k with positive 

characteristic, H*(X; k) may be generated by at least two cohomology classes even though 

H*(X; Q) is generated by a single cohomology class. Put rx+1 = inf {i ~ 2; Hi(X;k) #- O} 

and nx = sup {i; Hi(X; k) #- O}. Recall that X is said k-formal ([8],[12]) if there is a 

chain of weak equivalences between the singular cochain complex over k, C*(X; k), and 

the CDGA of H*(X; k) with differential zero, (H*(X; k), 0). In 1991 , Halperin and Vigue­

Poirrier showed that, under the assumption that char k ~ nxlrx or X is k-formal, H*(X; k) 

requires at least two generators if and only if {bn(LX, k)}n>o is unbounded ([22]). Also they 

conjectured that the same phenomenon should hold without the additional assumption. But 

it is still open. 

On the other hand, there is a natural free 5 1-action on LX. In 1985, Burghelea and 

Vigue-Poirrier constructed the Sullivan minimal model of the Borel space by the S1-act ion, 

E5 1 
X Sl LX ([7]). Also they calculated the Poincare series of H*(ESI X Sl LX; Q) when 

H* (X; Q) are truncated polynomial algebras generated by one generator and showed, and 

as an equivariant version of the result of Sullivan and Vigue-Poirrier in the first paragraph , 
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that H*(X; Q) requires at least two generators if and only if {bn(ES1 XS l LX, Q)} n>O is 

unbounded. 

vVe wish to find a possibly necessary and sufficient condition for the cohomology of 

X such that we can get an information for LX or ES1 X Sl LX. First, we calculate the 

cohomology algebras of LX under certain additional assumptions for them of X. But we 

remark that each result is false in the consideration of degrees if any part of the assumption is 

broken off. Especially, we need some conditions for Steenrod operations on the cohomology 

of X in a case. Second , we consider a problem in string theory where the objects are 

the 4-dimensional integral cohomology of X and the 3-dimensional integral cohomology of 

LX. Our algebraic method exists in the homological algebra over the residue class field 

of p. Therefore we assume a sufficient, but possibly general, condition on the integral 

cohomology of X so that the mod p reduction doesn 't loose useful informations. Finally, 

we give a necessary and sufficient condition for the Q-formality of ES1 X Sl LX. 

This thesis is divided into the following three chapters: 

In Chapter 1, we consider the algebra structure of the mod p cohomology of LX, 

H*(LX;Z l p), where p is a prime number or zero. Here Zip means the residue class field 

of p if p#-O and the rational number field Q if p = O. For calculating H*(LX; Zip) from 

H*(X; Zip), we use the Eilenberg-Moore spectral sequence ([11]) for the following fiber 

square: 

LX I X 

I 6 
X ----· X x X, 

6 

where 6 is the diagonal map. In the procedure, the Hochschild homology of the CDGA 

(H*(X; Zip), 0): 

H H*(H*(X; Zip), 0) = TorH*(X;z /P) 0H*(X;Z /p)(H*(X; Zip), H*(X; Z ip)) 

appears as the E 2-term of the spectral sequence. In 1980, L.Smith indicated that there 

is a commutative differential graded algebra (called Koszul-Tate complex) whose cohomol­

ogy is isomorphic to H H*(A) if A is a commutative graded complete intersection algebra 
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(GCI-algebra) over Q ([44]). We consider this complex in the case that p =I- 0 ([25]), and 

calculate H*(LX; Zi p), as a special case of GCI-algebras, when H*(X; Zip) are some trun­

cated polynomial algebras generated by one element or some exterior algebras generated by 

two elements under some conditions on the degree(s) of the generator(s) and the positive 

characteristic p. By arguments based on total degrees and filtration degrees of elements, 

we see that the spectral sequence collapses at the E 2-term and we can solve all extension 

problems. It is known that the Eilenberg-Moore spectral sequence collapses at E 2-term if X 

is Zip-formal or if H*(X; Z /2) satisfies some conditions on the Steenrod operations ([46]). 

We also consider a part of them in which we can solve all extension problems by degree 

arguments. In general, for the rational de Rham complex (O*(X), 8) of X, H H*(O*(X), 8) 

is isomorphic to H* (LX; Q) as an algebra since the CDGA is commutative. Furthermore, 

by virtue of the Q-formality of X, there is a chain of isomorphisms: 

as algebras if H*(X; Q ) is a GCI-algebra ([44]). Here M(X) means the Sullivan minimal 

model of X. This means that not only the Eilenberg-Moore spectral sequence collapses at 

E2-term, but also all extension problems is already solved. Thus there is a big distance 

between 'p =I- 0' and 'p = 0' in the calculation of H*(LX; ZIp) . Anyway, it is confirmed 

that the conjecture of Halperin and Vigue-Poirrier in the first paragraph is true at least in 

our assumptions where H*(X ; Zip) is generated by two elements. In Section 5, we apply 

the consideration for Hochschild homology of above to provide the lower bounds on the 

dimensions of a rational Hodge decomposition factors of H*( LX; Q) ([5]' [7]). 

In Chapter 2, we apply the method of Chapter 1 to the vanishing problem of a 3-

dimensional characteristic class in a string theory ([3],[36]) . Let M be a simply connected 

differential manifold and LM a the free loop space of all smooth maps from Sl into M. Let 

Z be the integer ring, IS1 : H4(Sl x LM; Z) ~ H 3 (LM; Z) the integration map along Sl 

and ev : 51 x LM ~ M the evaluation map. Then the map 

is a derivation ([27]). Let ~ be an SO(n)-bundle with a spin structure Spin(n) ~ Q ~ 

M for n ~ 5. In 1992, McLaughlin defined the string class J1( Q) in H3 (LM; Z), as an 
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-obstruction to lift the structure group of the LSpin( n)-bundle LQ ~ LJI;I to LSpin( n). 

Here S1 ~ Ls;;;;:(n) ~ LSpin(n) is the universal central extension. Let Pl(~) be the 

first Pontrjagin class of ~, which is an element of H4(X; Q). Then he showed that V M 

carries ~P1 (~) to the string class f.L( Q) ([36]). This say that, when V AI is injective , f.L( Q) 

vanishes if and only if ~P1 (~) vanishes. Furthermore, he showed V M is injective if AI is 

2-connected. In 1996, Kuribayashi showed that V M is injective if H4 (Ai; Z) is torsion free 

and rank H2 (M; Z) :::; 1 ([26]). We generalize this statement by considering a subalgebra of 

H*(LM; Zip) isomorphic to a subalgebra of HH* (H*(M; Zi p)) below degree 3. We show, 

under the assumption: H4(M ; Z) ~ Z EB ... EB Z EB Zlpl EB .. . EB Zlpk where Pi is prime for 

any i and x2 = 0 for any element x E H2(M; Z/2) if H4(JI;1; Z) has 2-torsion that DM is 

injective. In Section 4, we apply this result to 4-manifolds and homogeneous spaces of rank 

one by referring the table of [35]. 

In Chapter 3, we consider a rational homotopical property of ES1 x S1 LX. We remark 

that the algebra structures of H*(LX; Q) and H*(ESI X S1 LX; Q ) are very complicated . 

These difficulties are made up by a rich structure of Massey products or higher order cup­

products, which are caused since LX and ES 1 x S1 LX are not Q-formal in general. All 

these rational homotopical informations are carried by the Sullivan minimal models which 

are simpler to describe for these spaces than the rational cohomology algebras. Let X be 

not rationally contractible and H*(X; Q) finitely generated. In 1998, Dupont and Vigue­

Poirrier showed that LX is Q-formal if and only if H*(X; Q ) is free as an algebra ([9]). 

We show, as an equivariant version of it, that ES1 x S1 LX is Q-formal if and only if 

H* (X; Q) is an exterior algebra generated by only one element with degree odd, i.e., X has 

the rational homotopy type of an odd dimensional sphere . By the way, it is known that 

H*(ESI XS1 LX; Q ) is isomorphic to the rational cyclic cohomology of X, HC*(X; Q) ([4], 

[6], [7]). In Section 3, we consider the triviality of the Connes' periodicity map restricted 

on a factor of HC*(X; Q ). 
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CHAPTER 0 

Preliminaries 

Before we proceed to the main subjects, we introduce two fundamental tools: "Sullivan 

minimal model" and "Eilenberg-Moore spectral sequence" in this chapter. 

1. Sullivan minimal model and formality 

Let ko be a field of characteristic zero. A graded ko-algebra A = E9i20Ai is said to 

be commutative if xy = (-1 )ijyx for x E Ai and y E Aj. Here Ai is the subspace of A 

whose elements are homogeneous of degree i. A ko-commutative graded algebra A is called 

a ko-commutative differential graded algebra (ko-CDC A for short) if it has a differential dA 

of degree 1. We denote it by (A, dA). An element a of A is called a dA-cocycle if dA (a) = 0 

or is said to be closed and is said to be dA-exact if there exists an element b of A such that 

d(b) = a. It is said connected if Ho(A, dA) = ko· An ko-algebra homomorphism of degr e 

zero ¢ : (A , dA) ~ (B, dB) is called a CDGA-morphism if it commutes with differ ntials: 

¢ 0 dA = dB 0 ¢. In the following , we denote A @ k B as simply A @ B if both A and Bare 

algebras over a field k, unless we explicitly mention otherwise. We denote I\ Z as the free 

algebra over a ko-graded vector space Z = EBi21Zi (Zi is the subspace of Z whose elements 

are of degree i), that is, 

I\Z = ( the ko-polynomial algebra over zeven) @ ( the ko-exterior algebra over ZOdd) , 

where zeven = EBi21Z2i and ZOdd = EB i20Z2i+l. Then 1\({zihEI) = I\ Z if {zihEI is a basis of 

Z. Let I\i Z denote the subspace of I\Z generated by the products of i elements of Z. Put 

1\ + Z = EB i21 1\ i Z; this is the ideal of 1\ Z generated by a basis of Z. 

DEFINITION 1.1 ([8, Section 1], [20, Part II] ). A free ko-CDGA M 

minimal model of a connected ko-CDGA A = (A, dA) if 
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1. the differential d is nilpotent) i. e.) Z has a well ordered basis {ZdiEI with d( Zi ) E 

/\( Z<i) = /\ ({ ZJj<i)) 

2. the differential d is decomposable) i.e.) d( z ) E /\+Z· /\+z for any Z E Z) 

3. there exists a ko-CDGA-morphism p : M --+ A which induces an ko-algebra isomor-

The minimal model exists, for any ko-CDGA A, uniquely up to ko-CDGA-isomorphism 

([19 , chapter 6]). If 1/J : A --+ B is a quasi-isomorphism, i.e., 'l/J* : H*( A) ~ H*(B) , 

there is a quasi-isomorphism M(A) --+ B by the obstruction theory of ko-CDGA ([17]). 

So the minimal model of A is denoted by M(A). Let (fl*(X),8) be the rational de 

Rham complex ([17, p.183]) of a path connected space X, namely, the Q-CDGA of the 

Q-polynomial forms on X with exterior differentials. There is an Q-graded algebra isomor­

phism H*((fl*(X) , 8)) ~ H*(X; Q) induced by the integration chain map from (fl*(X), 8) 

to the singular cochain complex of X with Q-coefficient, (C*(X; Q) , d) ([17, p.183]). We 

remark that, for (differential) manifold M and the ordinary de Rham comlpex (A*(M), d) , 

there is a chain of CDGA-morphisms between (fl*(X), 8) ® Rand (A*(M), d) which in­

duces H*((fl*(X),8) ® R) ~ H*(A*(M) , d) ~ H*(X ; R) as algebras ([17, Appendix,2]). 

The minimal model of the Q-CDGA (fl*(X), 8) is called the Sullivan minimal model of X , 

denoted by M(X) . 

For a group G, the lower central series of G is 

by setting rl(G) = G, ri+l(G) = [G,ri(G) ] for i ~ 1. Recall that a group G is called 

nilpotent if r j (G) = 1 for sufficiently large. Let W : G --+ Aut(H) be an action of G on an 

abelian group H. The lower central w-series of G is 

... C r~+l(H) C r~(H) c r~-l(H) C .. , c r~(H) , 

by setting r;(H) = H , r~+l(H) = the group generated by {gh - hg ; g E G, h E r~(H) 

for i ~ 1. We say the action w of G on an abelian group H is nilpotent if if rL (G) = 1 for 

sufficiently large. A space X is called nilpotent ([23]) if 

1. 1fl (X) is nilpotent group and 
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2. the action of 7fl(X) on 1fn(X) is nilpotent for any n > 1. 

Suppose X is a path connected and nilpotent space. Then it is known ([8, (3.3)]) that 

M(X) determines the rational homotopy type of X as follows: 

X(O) ~ Y(O) if and only if M(X) ~ M(Y) as CDGAs (1.1 ) 

for a path connected and nilpotent space Y, where "~" means a homotopy equivalence, 

and X(O) is the Q-localization of X ([23]). Especially, if X is simply connected, it is known 

([8, (3.3)]) that 

Zi ~ Hom(1fi(X), Q) if M(X) is given by (/\ Z, d) (1.2) 

for any i. 

Let (H*(X;ko),O) be the ko-CDGA equipped with the differential d = 0 on the com­

mutative graded ko-algebra H*(X; ko). In general, M(X) ® Q ko is not isomorphic to the 

minimal model of (H*(X; ko) , 0). For example, one see in [16 , p.486] that the (real) minimal 

model M(X) ® Q R of the homogeneous space X = SU(6)j SU(3) x SU(3), for the special 

unitary group SU(n), is different from that of the real cohomology of X , (H*(X;R),O). In 

fact , the minimal model is given by 

where d(X4) = 0, d(X6) = 0, d(Y7) = x~, d(Y9) = X4X6, d(Yll) = x~ with deg Xi = i , deg Yi = i 

([16, p.487]). Also [16, p.488] says the following: HP(X; R) = 0 for p > 19, H*(X; R ) 

is generated by four elements {CY4,CY6,CY13 ,CY15 } as an algebra, and for any element CYi of 

H*(X; R), there are the relations: CYi' CYj = 0 if i + j i= 19 and CYi • CYj = CY19 if i + j = 19. 

Then we can conclude that 

H*(X' R) ~ 2 R[X4 , X6] ® AR (W13 , W15) 

, (X~, X4X6, X6' X4 W13, X6 W15, W13 W 15, X4 W 15 - X6 W13) 

~ H* ((S4 X S15) U (S6 X S13); R) 

as algebras. Here 'X UY' means the connected sum of X and Y and AR ( w) means the 

R-exterior algebra over w. Then, for example, there must exist an indecomposable element 

u of degree 16 such that d(u) = X4W13 in the minimal model of (H*(X; R) , 0). Thus we see 

that it is different from M(X) ® Q R. 
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DEFINITION 1.2 ([8 , Section 4]). A CDGA A is called ko-formal if M(A) is ko-CDGA­

isomorphic to the minimal model of (H* (A) , 0). 

If A is formal , there is a CDGA-morphism f : M(A) ---+ (H*(A) , O) such that f* : 

H*(M (A )) e=' H*(H*(A),O) = H*(A) ([17]) . For example, the ko-minimal model M = 

(/\ (x, y , z ), d), where Ixl = 3, Iyl = 5, Izl = 7 and d(x) = d(y) = 0, d( z ) = xy is not formal. 

In fact , if it is formal , there must be a quasi-isomorphism f : M ---+ (H*(M), 0). Then we 

see that f(x) = x, f(y) = y, f( z ) = 0 by a degree argument since H*(M) does not contain 

any element of degree 7. Since d(x z ) = xxv = 0 and xz can not be d-exact also by a degree 

argument , the element xz represents a non-zero element of H*(M), i.e., [xz] i- O. Since 

f*( [xz]) = [J(x z )] = 0, it contradicts the injectivity of f*. 

THEOREM 1.3 ([48, Theorem 12.1]' [21 , Corollary 6.9]). The notion of formality is in­

dependent of the ground field ko) especially M(X) 0 Q ko is ko-formal if and only if M(X) 

is Q -formal. 

So we say simply ko-CDGA (rationally) formal if it is ko-formal. A path connected 

and nilpotent space X is said formal if the rational de Rham complex (O*(X), 8) is formal. 

For example, spheres , projective spaces , and Hopf spaces are formal. The product space or 

bouquet of formal spaces is formal ([21, Lemma 1.6]). If HP(X; ko) = 0 unless p = 0 or l < 

p < 3l + 2 (l > 1) , X is formal ([21 , Corollary 5.16]) . If H*(X;ko) e=' kO [Xl' .. ,Xnl/(P1 , .. ,Pn) 

as an algebra, where PI, ",Pn is a regular sequence, X is formal ([21]). It is known that a 

wide class of homogeneous spaces are formal ([16]). But we have seen that 5U(6)j5U(3) x 

SU(3) is not formal. Also it is known that symmetric spaces and compact Kahler manifolds 

are formal ([16 , X] and [8, Section 6], respectively). There is an interesting conjecture; 

"Any compact simply connected symplectic manifold is formal." ([31], [50, p.19S]). 

2. The models of LX and ES 1 X S1 LX 

Let X be a path-connected simply connected space . This section is discussed some 

CDGAs over ko = Q . 
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DEFI ITIO 2.1. The space of all continuous maps from the circle 51 into X, LX := 

M ap(5I, XL endowed with compact-open topology is said free loop space of x. 

There exists an 5 1-action f-L : 51 x LX ---+ LX defined by f-L( 8- 1 , f) = f 0 To , where 

f E LX and To is the translation To : 51 ---+ 51 corresponding to 8 E 51 . Let E5 1 be a 

contractible space with a free 5 1-action. 

DEFINITION 2.2. The Borel space E5 1 x Sl LX is the quotient of the product ES 1 x LX 

by the equivalence relation (y, f-L( 8- 1 , f)) r-v (8 . y, f) for any y E E 51 ) any f E LX and any 

8 E 51 . 

We know that if X is path-connected and simply connected , then LX and E51 X S1 LX 

are connected and nilpotent ([23, Theorem 2.5] and [51, p.41] respectively). Following 
- -=i . - -i 

[49], we define a CDGA (/\ Z 0 /\ Z, 5) as follows: Let Z = Zl+l and Z = EB i ~IZ . Define 

{3 : /\ Z 0 /\ Z ---+ /\ Z 0 /\ Z to be the unique derivation of degree -1 with the property: 

(3( z ) = z for all z E Z and (3( z ) = 0 for all z E Z. 

(Here a linear map {3 is called a derivation if (3(u v ) = (3(u) v + (- l)deg(u )u{3 (v ) for any 

u, v E /\ Z 0 /\ Z.) Then it is easy to check that {3 0 {3 = O. In fact , ({3 0 (3 )( uv ) = 
(3({3(u)v + (- l)deg(u)u{3(v)) = (_ l)deg(u) - I{3(u);3(v) + (- l)deg(u ){3(u){3(v ) = O. Here recall 

([7, p.251-252]) that 

(AZ 0 AZ, (3) is acyclic and especially (3 IAz is an injection. (2.1) 

Now define 5 : AZ 0 /\Z --+ /\Z ® AZ as the unique derivation of degree + 1 with the 

property: 

5(z) = d( z ) for all z E Z and 5(z ) = - ;3(d( z )) for all z E Z. 

Then it is also easy to check that 505 = 0 and 5 0 ;3 + {3 0 5 = O. The the minimal model 

of LX can be expressed in terms of that of X as follows: 

THEOREM 2.3 ([49, Theorem]). The minimal model of LX is given by (AZ 0 AZ , 5). 

Let t be an element of degree 2 Q[t] the polynomial algebra generated by t. By the 

definition of free algebra, we have /\(t) = Q [t] Following [7], we define a CDGA (Q [t] 0 
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I\ Z ® I\ Z, D) as follows: Define D : Q[t] ® I\Z ® I\Z -t Q[t] ® I\Z ® I\ Z as the unique 

derivation of degree + 1 with the property: 

D(t) = 0 and D(u) = 5(u) + t· f3(u) for all u E I\Z ® I\Z. 

Then it holds that D o D = O. Then the minimal model of ES1 XSl LX can be expressed 

in terms of that of X as follows: 

THEOREM 2.4 ([7 , Theorem A]). The minimal model of ES l X Sl LX is given by 

(Q[t] ® I\ Z ® I\Z, D). 

REMARK 2.5. For a fibration: F -t E -t B over a simply connected space B, there is 

a Koszul-Sullivan{KS-Jextension ([19, p.14]): 

(O*(B), 8)-t(O*(B) ® 1\ V, D)-t( /\ V, D) , 

where a K oszul-Sullivan basis {Vi}iEI, i. e., well-ordered basis i E I of V such that, for each 

i E I, D( Vi) E B* ® I\(V<J and i < j if IVi I < IVj I. Here V<i denotes the subspace of V 

generated by basis elements {Vj; j < i} such that 

(O*(B),8) ~ (O*(B) ® I\V, D) 
proj. 

--=------=---+ (1\ V, D) 

=1 1p 1p (2.2) 

(O*(B),8) ~ (O*(E),8) ~ (O*(F),8) 
i* p' 

where p and p are quasi-isomorphisms and (1\ V, D) is the Sullivan minimal model of F 

~19]J. 

For the free loop fibration OX ~ LX ~ X, we have the KS-extension: 

(I\Z, d) incl. 
(I\Z ® I\ Z, 5) 

proj. 
(I\Z, 0) ~ --=------=---+ 

~1 1~ 1~ (2.3) 
(O*(X),8) ~ (O*(LX),8) ~ (O*(OX),8) 

7r' i' 

and for the Borel fibration LX J..:r ES1 X Sl LX ~ BSl, we have the KS-extension: 

(Q[t], 0) ~ (Q [t] ® I\ Z ® I\ Z, 5) 
proj. 

--=------=---+ (I\Z ® I\ Z, 5), 

~1 1 ~ 1~ (2.4) 

(O*(BS 1),8) ~ (O*(ESI X Sl LX) ,8) ~ (O"'(LX),8), 
p' j* 

12 

where ('::::::.' means quasi-isomorphic. 

3. Eilenberg-Moore spectral sequence 

This section is discussed over a field k. Let p be a prime number or zero. In the 

following , Z ip means the residue class field of p if p is a prime number and it means the 

rational number field Q if P = o. 
Let F -t E ~ B be a fibration in which the base B is a connected space with 1f1 (B) 

acting trivially on the cohomology of the fiber F. Let the following diagram be the pull 

back of the fibration by a continuous map f : X -t B: 

X~B 
f 

(3 .1 ) 

By applying the singular cochain complex C* ( ) = C* ( ; k) over a field k to (5.2), we get 

the commutative diagram; 

j* +--=-- C*(E) 

I p' 

+--- C*(B). 
r 

(3 .2) 

This diagram of differential graded algebras allows us to endow C*(E) and C*(X) with 

C*(B)-module structures . The map 

is given by the composite 

Then a induces 
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([34, p.33]). Suppose Q* -4 C*(X) is a proper projective resolution of C*(X) as a right 

C*(B)-module. If we apply the 'Tot ' functor and project off the obvious factor , e induces 

a mapping, e : Tot( Q*) --t C* (X). Then a lifts to 

e: Tot(Q*) ®C·(B) C*(E) ---t C*(Ef) . 

We define TorC·(B)(C*( X) ,C*(E)) by H*(Tot(Q*) ®C'(B) C*(E)). 

PROPOSITIO 3.1 ([34, 7.10 ,7.13]) . The map, e, constructed above, induces an isomor­

phism on homology, 

as algebras. 

Recall that Tot(Q*) is filtered as 

{O} = Fl c FO C F - 1 C F - 2 C ... c Tot(Q* ), 

which is defined by 

where Qi = EBj (Qi)j is the i-th complex of the projective resolution with its differential 

d: (Qi)j ----t (Qi)j+l. 

In general , let (C, d) be a filtered complex with deg d = + 1, i.e., FPC be a filtration 

of a complex (C, d) with··· C FP+lC c FPC C Fp- 1C C ... c C and d(FPC) C FPC. 

Then it determines a spectral sequence and if the filtration is bounded, then the spectral 

sequence determines H* (C, d). The filtration {FP} is called exhaustive if C = Up FPC and 

weakly convergent if FPC n Ker d = nr (FPC n d- 1(FP+rc)) for any p. 

LEMMA 3.2 ([34, Theorem 2.7]). If (C, d) is a filt ered complex such that the filter 

zs exhaustive and weakly convergent. Then there is a spectral sequence with Ef,q s::: 

Hp+q(FPCI FP+IC), which converges to H*(C,d). For any p,q, we have E~q = E~,q for 

large r (depending on p, q) and E~,q => H*( C, d). 

By apply this lemma, we have the Eilenberg-Moore spectral sequence for the fibration 

(3.1) . 
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THEOREM 3.3 ([11], [42], [44], [34,7.1 ,7.14]) . There is a spectral sequence with E~,q = 

Tor~;~ ( B ; k)(H*(X; k) , H*(E; k)) which converges to H*(Ef'; k) as an algebra. 

Let X be a simply connected space. In order to calculate the mod p cohomology 

H*(LX ; Zi p) from H*(X; Z i p) , we apply Theorem 3.3 for the fiber square in the following. 

Let Xl = Map( [O, l],X) , which is the space of all continuous maps from the interval 

[0,1] into X , endowed with compact-open topology. Then there is the evaluation map 

ev : Xl --t X x X given eV (f) = (f(O) , f(l)) for f E Xl which is a fibration. It induces the 

pullback diagram, by denoting LX = {f E Map([O, l ], X); f(O) = f(l)} ; 

(3.3) 

X ----t X X X , 
~ 

where p : LX --t X is the evaluation at a base pint * E X f1 is the diagram map ,i.e. 

f1(x) = (x, x) for x E X. There is a natural injection c : X ----t Xl , sending a point x E X 

into the constant path at x, which embeds X in Xl as a deformation retract. Thus we have 

the fiber square; 

LX ----t X 

X ----t X X X. 
~ 

Associated to this fiber square (3.4), 

COROLLARY 3.4. There zs a spectral sequence with 

Torr;;~(X X X ; k) (H*(X; k), H *(X; k)) 

converges to H *(LX, ; k) as algebras. 

Torr;.;~ ( X ; k ) 0H.(X;k)(H*(X; k ), H*(X; k )) 

(3.4) 

which 

In Sections 3,4 of Chapter 1 and Sections 2,3 of Chapter 2, we denote the Eilenberg­

Moore spectral sequence of (3.4) over k = Zip by 

This spectral sequence is lying in the second quadrant, that is , E~ ,q is bigraded with p :::; ° 
and q 2:: ° and the bidegree of dr is (r,l - r). We may call the indexes p and p + q the 
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filtration degree and the total degree, respectively. There exists a decreasing filtration 

on H*(LX; Z jp) such that 

The limit term E~* is isomorphic to E~'* as bigraded algebras. 

Finally, we remark that if p = 0 and X is formal (see Section 1), there is a chain of 

quasi-isomorphisms: 

H*(X; Q) t- M(X) .!4 (rl*(X), 8). 

It induces a chain of isomorphisms: 

TorH*(X;Q) 0 H*(X;Q) (H*(X; Q), H*(X; Q)) F(a) Tor M(X)0M(X) (M(X), M(X)) 

~(b) Torn*(X)0n*(X) ((rl*(X), 8), (rl*(X), 8)) 

~Tor(n*(x x x),a) ((rl*(X), 8), (rl*(X), 8)) 

~(c) H*(LX ; Q), 

as algebras by the argument of [44, Section 2] . Here (a) and (b) are induced by 'IjJ and 

cj;, respectively. Also (c) is e* in Proposition 3.1 constructed for the square (3.4). We 

see, in (2.1) of the next chapter, that the left hand is the Hochschild homology algebra 

HH*(H*(X; Q) , 0) of the Q-CDGA (H*(X; Q) , 0) with trivial differential. 
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CHAPTER 1 

The mod p cohomology algebras of free loop spaces 

1. Notations 

Let kp be a field of characteristic p and (C, d) a differential graded commutative algebra 

(DGA) over kp endowed with a differential d of degree +1. 

Let A(YI, .. . , Yl) = Akp(YI, ... , Yl) be the exterior algebra over kp , where Y; = 0 and 

YiYj = (-1 )abYjYi for deg Yi = a and deg Yj = b. Let r[WI' ... , wm ] = r kp [WI, ... , wm ] be the 

divided power algebra over kp . Note that, as a vector space, r[w] is generated by elements 

li(W) (i > 0) and a unit IO(W) = 1, and the multiplication is defined by 

Furthermore r +[WI, ... ,ws ] denotes the subalgebra of r[WI' ... ,ws ] generated by the mono­

mials {lkl(wd ··· 'ks(Ws) : kl > O, .. ,ks > O} ([1]). Whenp = 0, we regard the algebra 

r[WI, ... ,wm] and an element Ik(Wi) in r[Wl, ... ,wm] as the polynomial algebra kO [WI, ... ,wm] 

and wf, respectively. 

For any algebra B, let A, I and S be a subalgebra, an ideal and a subset of B, respec­

tively. Then Aj I denotes the quotient algebra of A by the ideal A n I and (S) A denotes the 

subA-module of B generated by S when we regard B as an A-module. If A = B, (S)A is 

the ideal of A generated by S . For an algebra A and elements aI, .. , as of A, AnnA(al, .. , as) 

denotes the ideal of A generated by the elements {a E A; a· ai = 0 for 1 ::; i ::; s}. A 

sequence of polynomials PI , .. , Pm of kp[XI' .. . , Xn] is said regular if 

Let Z be the integer ring and p a prime number. A graded commutative algebra over 

Z jp, A, is said to have a p-simple system of generators, {Xi; i E J}, if A is generated as a 
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vector space over Zi p by the monomials x:71 x:71 
••• x:7 1 where i1 < ... < ik and 1 ::; j ::; k, 

o ::; mj ::; p - 1, if deg Xi) is even, and 0 ::; mj ::; 1, if deg Xij is odd. For example, 

p-simple system of generators of the polynomial algebra Zi p [u] with deg u even is given 

by {I, U , uP, up2 , ... } . 

We recall that the mod 2 cohomology operation Sqi : H*( ; Z/2) -t H*+i( ; Z /2) , for 

i 2: 0, satisfies the following: (1) Ifx E Hn(x; Z/ 2), then Sqnx = X2, (2) Ifx E Hn(x; Z /2) 

and i > n , then Sqix = 0, (3) for all X, y E H*(X; Z /2), Sqk(X u y) = L:7=0 Sqix U Sqk - iy . 

Also, for an odd prime p, we recall that the mod p cohomology operation pi : H*( ; Zip) -7 

H*+2i(p- l)( ; Zip), for i 2: 0, especially satisfies the condition; if X E H2n(x; Zi p), then 

pnx = xp
. For the Eilenberg-Moore spectral sequence (E~,q, dr ) over Zip of (3.1) in Chapter 

0, we have the operations keep the filtrations, that is, Sqi : E~,q -t E~, q+ i and pi : E~, q -t 

E~,q+2i(p- l) ([40 , Theorem 1.2]). Since the filtration on H*(LX; Zip) is induced as the limit 

term of the Eilenberg-Moore spectral sequence, we have 

Sqi : FP H*(LX; Z /2) -7 FP H*+i(LX; Z /2) 

pi: FP H*(LX; Zip) -t FP H*+2i(p-l) (LX; ZIp) . 
(1.1 ) 

Finally we recall the definition of p-formal (or Z I p-formal). 

DEFINITIO 1.1 ([2, Lemma 9]). A space X is said p-formal (or Z ip-formal) if the sin­

gular cochain complex C*(X; Z ip) and (H *(X; Zip), 0) are connected by a chain of Zlp­

DC A -quasi-isomorphisms. 

The Eilenberg-Moore map f) in Chapter 0 induces an isomorphism of algebra from 

Torc*(X;Z /P) 0C*(X;Z /p) (C*(X; Zip), C*(X; Z ip)) to H*(LX; Zip) . Therefore if X is p­

formal, we have 

H*(LX; Z ip) -::::' TorH*(X;Z /P) 0H *(X;Z /p) (H*(X; Zip), H*(X ; Zip)) (1.2) 

as a vector space ([2 2 , Proposition 3.1]). Consequently, the Eilenberg-Moore spectral se­

quence {Er' dr} of the square (3.4) of Chapter 0 collapses at the E 2-term. 

In this thesis, " formal" means "Q -formal", unless we explicitly mention otherwise. 
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2. Hochschild homology 

Let C = EB~oCi a graded kp-algebra and C = (C , d) a kp-differential graded algebra(kp­

DGA) endowed with a differential d of degree 1. Then we denote the Hochschild homology 

of (C, d) ([14], [5], [6]) by H H* (C, d), which is defined as follows: First we define the 

normalized bar complex (N (C) , b) of C : 

00 

N (C) = L::C 0 C0k 

k=O 

and the differential b = bo + b1 have the properties such that 

k 

bo([zo, .. , Zk]) = - L::( _lY:i- l [zo, .. , Zi - l, d(Zi)' Zi+l, .. , Zk] and 
i=O 
k-l 

b1( [zo, .. ,Zk]) = - L(-1)Ei[zO, .. ,Zi- l,Zi Zi+l,Zi+2" " Zk] + (_l)(de g
Z

k - l)Ek- l[Zk ZO,,,,Zk_l], 
i=O 

where C = EBi>OCi, deg[zo, .. , Zk] = degzo + ... + degzk - k, for [zo , .. , Zk] in N(C), and 

Ci = degzo + ... + degzi - i. Here (N (C) , b) is bigraded by 

bideg [zo, .. , Zk] = (-k, deg Zo + ... + deg Zk) 

for [zo, .. , Zk] E (N(C), b). 

Let cop be the opposite algebra of C, where the product of a and b is given by a . b = 

(_l)dega.degbba, and cop = (COP, d). Then C 0 COP-module structure of C is given by 

(a 0 b)· c = (_ l)degc.degbacb. It is known HH*(C) ~ TorC0CoP(C,C) ([30 ,1.1.13 , 5.3 .2]). In 

fact the bi-complex {CQSln, b'}n ~ 2' where b' = bo + b~ with 

k- l 
b~ ([zo, .. , Zk]) = - L::( -l)Ei[zo, .. , Zi- l, ZiZi+l, Zi+2, .. , Zk] 

i=O 

is a bar complex of C as a C 0 COP-module ([30, 1.1.11]). If C is commutative, we have 

HH*(C) ~ TorC0c(C,C), Since H*(C) = (H*(C), 0) is commutative, when H*(C) is consid­

ered as a module over H*(C) 0 H*(C), we have 

(2.1) 

as bigraded algebras with appropriate bigradings. 
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From Corollary 3.4 of Chapter ° and (2.1), we have the E2-term of the Eilenberg-Moore 

spectral sequence for (3.4) in Chapter ° is given as 

E*'* C:::!. H H (H*(X· k ) 0) 2 - * , p, 

as bigraded algebras with appropriate bigradings. 

He is the rational de Rham complex (D*(X),8), 

H H*(D*(X), 8) ~ Tor(n*(X),8)~(n*(X),8)((D*(X), 8), D*(X), 8)) 

~ Tor(n*(X xX) ,8)((D*(X), 8), (D*(X), 8)) 

~H*(LX; Q) 

as bigraded algebras with appropriate bigradings. 

A graded complete intersection algebra over kp (kp-GCl-algebra) is a commutative graded 

algebra: 

where PI, .. , Pm is a regular sequence (or m = 0) and where deg Yj is odd, deg Xi is even if 

p -I- 2 and l = 0 if p = 2. We say that A is simply connected if A I = O. 

If H*(X; k p ) is a kp- GCl-algebra, there is a commutative differential graded algebra 

over kp (kp-CDGA), K as follows: 

Put 

where rleg Yi = deg Yi - 1, deg Xi = deg Xi - 1. Then the Koszul-Tate complex associated 

to the GCl-algebra A is defined as 

PROPOSITION 2.1 ([44], [25]). H*(K) ~ HH*(A , O) as algebras. 
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We remark this is isomorphic also as a bigraded algebra, if the bidegree of K is given by 

bidegxi = (O,degxi), bidegYj = (O,degYj), bidegxi = (- l,degxi), bidegYj = (-l,degYj), 

and bideg Wk = (- 2, deg Pk). 

We call K the K oszul- Tate complex of A. 

3. A useful sub algebra of Hochschild homology 

The proof of the following proposition is based upon the projective resolution of A as a 

A ® A -module, constructed in [44] (see also [25] if P -I- 0). 

PROPOSITION 3.1. (i) Suppose A = A(YI, .. , Yl) ® kp[XI, .. , Xn ]/ (PI, .. , Pm) is a simply con­

nected GCI-algebra, where Pi is decomposable for any i. Then there exists a monomorphism 

of algebras 

'IjJ : B = A(YI' .. , Yl) ® f[Yl' .. , yzl 

o { ( A Ell ~ J-=<i. AnnA (d(Wi')" d(w,J) 0 r +[Wi"., Wi.J) / (dr[w"., Wm])A } 

y TorA~A(A, A) = H H*(A, 0), 

n 8 
where A = kp [XI' .. , Xnl/(Pl, .. , Pm) ® A(XI ' .. , xn), d(wj) = ~ 8~~ Xi, deg Yi = deg Yi - 1, 

deg Xi = deg Xi - 1 and deg Wj = deg Pj - 2. 

(ii) In the case A = A(YI ' .. , Yl) ® kp [Zl' .. , zm] ® kp [Xl' .. , xnl/ (xfl +1, .. , x~n + l), there exists 

an isomorphism of algebras 

'IjJ : B = A(Y1' .. , Yl) ® f[Yl' .. , yzl ® kp[Zl' '" zm] ® A( Zl' ." Zm) ® 

~ { A;/(( 8i + 1 lxi' x;J Ell ( (Ei' Xi, Xit.! ((8;+ 1 )X;'Xi) J 0 r +[WiJ } 

otherwise, is zero. 
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PROOF. (i) From Proposition 2.1, there exists a natural inclusion 'ljJ. Let C be 

A EB L.::n=lL.:il <"-<isAnnA(d(wiJ,.·,d(Wi.)) ® r +[Wi1""Wi.J. Then we note that the ideal 

(dr [Wl) ",Wm])A®r[wl, .. ,Wm ] n C of C is equal to (dr[WI, .. ,Wm])A n C in A ® r[WI, .. ,wm]. 

(ii) Let A be a truncated algebra kp [Xi]/(xt i+I). By the direct calculation, we see that 

HH*(A,O) is isomorphic to Ad((Si + l)x:'xi) ffi (ti, Xi, Xi)A)((Si + l)x: ixi)Ai ® r + [Wi] as an 

algebra. From the Kiinneth theorem for the Hochschild homology, we have the isomorphism 

'!/J. o 

The following example shows that the monomorphism 'ljJ in Proposition 3.1 (i) is not an 

isomorphism in general. Consider the commutative graded ko-algeba A = ko [x, y]/(x4 + 
y2, y4) ® A(x, y) over a field ko of characteristic zero, where deg X = 2, deg y = 4, deg x = 1 

and deg y = 3. Let (C, d) be a differential graded algebra (A ® kO[WI , W2], d) endowed with 

a differential d of degree + 1, satisfying 

and 

o 0 
d(W2) = (ox x + oY y)y4 = 4y3y , 

where deg WI = 6 and deg W2 = 14. The element 

is a cycle element with degree 15 in C. In fact, 

If there exists an element (3 such that d(f3) = 0', then f3 must have the elements w~ (k ~ 2) 

or w~wf (s ~ 1, k ~ 1) as terms since 0' has the non-zero term XW2· Though the degree of f3 

is 14 , deg w~ = 14k> 14 and deg w~wf = 14k + 6s > 14. Therefore 0' represents a non-zero 

element of H* (C, d). Let 

r = A ffi AnnA (dwd ® ko +[WI] 

ffi AnnA(dw2) ® ko +[W2] 

EB AnnA (dWl' dW2) ® ko + [WI, W2]' 
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If the monomorphism 'ljJ is an isomorphism, then there exists an element r E r which maps 

0' + d(f3) by the lifting map of 'ljJ : r -t H*(C, d) for some element f3 E C. Since the degree 

of r is 15 , r can be written as bo + blWI + b2wi + b3W2, where bo E A, bl , b2 E AnnA(d(wI)) 

and b3 E AnnA(d(w2))' Then 

Applying the above argument about degrees again, we have b3 = -x. On the other hand 

.It/:. AnnA(d(w2)) = AnnA(4y3y), which is a contradiction. 

REMARK 3.2. Let H*(X; ko) be isomorphic to a GCI-algebra over a field ko A = 

A(YI , .. ,YI) ® kO[XI " .,Xn]/(PI,··,Pm), where Pi is decomposable. Here we denote the k o-

minimal model of (H*(X;ko),O) by M = (1\ V, d). It is given as follows: 

Then the cohomology of LX over ko , is equal the cohomology of a complex c(M) 

(1\ V ® 1\ V, 6) ([7], [49]). This ko-CDGA has the following properties (compare Section 

2 of Chapter 0): 

(i) Vi = V i+l, that is, I\V = kO[YI , .. ,Yd® A(XI, .. ,xn ) ® ko [i\, .. ,7m]. 

n op 
(ii) 6(Yi) = 6(Xi) = 6(Yi) = 6(Xi) = 0, 6(7j) = Pj and 6(7j) = - ~ OX~ Xi' 

(iii) H*(E( M)) ~ H*(LX;ko) as algebras. 

Let JC be the Koszul Tate complex of A. In this case, we see that there is a natural ko -CDGA 

morphism from E( M) to K which is given by the correspondences: Xi H Xii Yi H Yi, 7j H 0, 

Xi H Xi, Yi H Yi, 7j H Wj and 6 H -d. This map induces H*(c(M)) ~ H*(K ) as algebras. 

Hence we see that 

as alegras from Proposition 2.1. 
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4. The mod p cohomology of LX 

Let V be a vector space and x , y elements of V. In the proofs of Theorems 4.1, 4.3,4.5 

and 4.8 , we will say that "x contains y" if the element x can be represented by a linear 

combination in which the element y has a nonzero coefficient. 

By virtue of Proposition 3.1 (ii), first we determine the mod p cohomology of a space 

LX of free loops on a space X whose mod p cohomology ring is generated by a one element, 

in Theorems 4.1 and 4.3 below. 

THEOREM 4.1. Let X be a simply connected space whose mod p cohomology is isomor­

phic to A (y) , where deg y is odd. Then 

H*(LX; Zip) ~ A(y) 0 f[y] 

as an algebra, where deg y = deg y - 1. 

PROOF. By Proposition 3.1 (ii), we have 

where bideg y = (O , degy) and bideg y = (- l,degy) . Suppose that dr(,i(y)) contains the 

element yl , j(Y) for l = 0 or l = 1. Then we have 

i( deg y - 1) + 1 = l deg y + j (deg y - 1) 

and - i + r = -j 

by the argument on total degrees and filtration degrees respectively. T hen we have 1 + r = 

(r + l) degy. If l = 0, we have rdegy = 1 + r. It contradicts the assumption where r > 1 

and deg y > 2. If l = 1, we have deg y = 1. It contradicts the assumption where X is simply 

connected. Then dr = 0 for any r 2: 2. Thus we can conclude that E; '* ~ E~* ~ E~ ' * as 

bigraded algebras. 

Let us solve extension problems. In this case, it suffices to prove t hat 'pI (y)P does not 

contain yl'k (y), for l = 0 or 1, since Eo contains f[y] as a subalgebra and the relations of 
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r[y] as an algebra are { , p! (y)p = 0; f 2: O}. Suppose that ' pI (y)P contains yl ' k (y). Then 

we have an equality of the total degrees: 

(T) pf+l(deg y - 1) = l deg y + k(deg y - 1). 

Since the filtration induced on H*(LX ; Z i p) as the limit term of the Eilenberg-Moore 

spectral sequence is invariant under the action of the Steenrod operations (1.1), it follows 

that 'pI (y)P is in filtration F- pf H* (LX; Z I p). Thus we have an inequality of the filtration 

degrees: 

(F) pf 2: k. 

If l = 0, we have from (F) and (T) 

k(degy - 1) < pf+ l(degy - 1) = k(degy - 1), 

which clearly contradicts . If l = 1, we have from (T) 

pf+l(degy -1) = degy + k(degy -1) = (k + l)(degy - 1) + 1, 

that is, (pf+ l - (k + l))(degy - 1) = 1, which contradicts the assumption where degy > 2 

since deg y is odd . 0 

REMARK 4.2 . We showed E; '* ~ E~* by degree arguments. In this case, X is Zlp­

formal since iIi(X; Z ip) is clearly zero whenever i is outside an interval of the form [k + 

1, 3k + 1] for k = deg y -1 ([2, Lemma 9]). Then the isomorphism E;'* ~ E~* is guaranteed 

from (1 .2). 

THEOREM 4.3. Let X be a simply connected space whose mod p cohomology is isomor-

phic to Zlp[x]/(x s+1
). 

(i) When 8 + 1 == 0 mod p and when p =I- 2 or deg x =I- 2, 

as an algebra, where deg x = deg x-I and deg w = (8 + 1) deg x - 2. 
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(ii) Wh en s + 1 ~ 0 mod p and when s > 1 or deg x -I- 2, 

as an algebra, where A = Zl p[x]/ (x s+1 )Ci9 A(x) , deg x = deg x-I and degw = (s + l) deg x -

2. 

PROOF. (i) By Proposition l.1 (ii) , we have 

where bideg x = (0, deg x), bideg x = (-1, deg x) and bideg l'i(W) = (-2i, i(s + 1) deg x). 

First we prove the theorem under the assumption that deg x is even . Suppose that 

d7' (l'i(w)) contains the element XlXl'j(w) . Then we have 

i((s + l)degx - 2) + 1 = (l + l)degx -1 + j((s + l)degx - 2) 

and - 2i + r = -2j - 1 

by the argument on total degrees and filtration degrees respectively. We have i = j + (r + 
1) / 2 > j + 1 from the latter. This contradicts the former since s > l. Thus we can conclude 

that E;'* ~ E~* ~ E;'* as bigraded algebras. 

Let us solve extension problems. In this case, it suffices to prove that x . x does not 

contain x and l'pf(W)P does not contain Xll'k(W) since Eo contains f [w] as a subalgebra and 

the relations of f [w] as an algebra are {l'pt(w)P = 0; f 2: O}. If x . x contains x, we have 

deg x = 2. Then it contradicts since p -I- 2 from the assumption. Next suppose that l'pf (w)P 

contains Xl l'k(W), Then we have an equality of the total degrees: 

(T) pl+l((S + 1) deg x - 2) = l deg x + k((s + 1) deg x - 2). 

Since the filtration induced on H*(LX; Zip) as the limit term of the Eilenberg-Moore 

spectral sequence is invariant under the action of the Steenrod operations (l.1), it follows 

that l'pf(W)P is in filtration F - 2pf H*(LX ; Zip). Thus we have an inequality of the filtration 

degrees: 

(F) pI 2: k. 

26 

From (T) and (F), we have p = 2 and deg x = 2. For there is 

pl+l((S + 1) degx - 2) 2:(a) (k + 1)((s + 1) degx - 2) 

= (s + 1) deg x - 2 + k((s + 1) deg x - 2) 2: (b) l deg x + k((s + 1) deg x - 2) 

in general. Here (a) is induced from (F) and (b) is induced from s 1 > l. Then (a) and (b) 

are equalities by (T). The inequality of (F) and the equality of (a) induce that p = 2, f = 0 

and k = l. The equality of (b) induces that s = land deg x = 2. Thus the assumption 

of Theorem 4.3 (i) implies that l'pf(W)P does not contain XIl'k(W) , that is, l'pf(W)P = 0 in 

H*(LX; ZIp). 

Second we prove the theorem under the assumption that deg x is odd and p = 2. The fact 

that dr ( l'i(W)) does not contain XlXl'j (w) follows by the same argument as above. Suppose 

that dr(l'i(W)) contains Xll'j(w) . Then we have 

i((s + 1) deg x - 2) + 1 = l deg x + j((s + 1) deg x - 2) 

and - 2i + r = - 2 j 

by the argument on total degrees and column degrees respectively. We have i = j + r 12 2: 

j + 1 from the latter. This contradicts the former from s + 1 > l. Thus we can conclude 

that E; '* ~ E~* ~ E;'* as bigraded algebras. 

Let us solve extension problems. In this case, it suffices to prove that l'pf (w)P does not 

contain either Xll'k(W) or XlXl'k(W), The fact that l'pf(w)P does not contain Xl l'k(W) follows 

from the same argument as above . Suppose that l'pt(w)P contains XlXl'k(W), Then we have 

pl+l((S + 1) deg x - 2) = (l + 1) deg x-I + k((s + 1) deg x - 2) 

and 2pl > 2k + 1 

by the argument of total degrees and filtration degrees as above respectively. Then these 

contradict each other from s > l. Thus we can conclude that l'pt(w)P does not contain 

XlXl'k(W), that is, l'pf(W)P = 0 in H*(LX; Zip). Thus we have Theorem 4.3 (i). 

(ii) By Proposition 3.1 (ii), we have that 
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where A = Zl p[x] / (xS+l ) ® A(x), as a bigraded algebra. Let 

Al , 
, t deg Xl!'i (w) = l deg x + i ( (s + 1) deg x - 2), 

B J deg x!,j(w) = deg x-I + j((s + 1) deg x - 2) and 

deg XXm!'k(W) = (m + 1) deg x-I + k((s + 1) deg x - 2). 

Then we can conclude that the Eilenberg-Moore spectral sequence {E; '*, dr } collapses at 

the E;'* -term since the following inequalities hold: 

Az,i+1 > Bj (i > j+1) , 

B j +1 > Az,i (j>i), 

Al ,i+1 > Cm,k (i > k + 1), 

Cm,k + 1 > Al,i (k > i), 

B j + 1 > Cm,k (j > k), 

Cm,k + 1 > Bj (k > j), 

Al ,i + 1 > Ak,j (i > j), 

B j + 1 > Bi (j > i), 

Cm,k + 1 > Cn,l (k > l). 

Here the inequalities in ( ) are induced by the argument of column degrees . Note that last 

five inequalities have meanings in the only case that p = 2 and deg x is odd. Thus we can 

conclude that E;'* ~ E~* ~ E;'* as a bigraded algebra. 

Let us consider extension problems. We must verify that the following equalities hold 

in H*(LX; Zi p) : 

(1) XS 
• X'i(W) = 0, 

(2) XS 'X!'i(W) = 0, 

(3) x . X!'i(W) = 0, 

(4) X,j(w) . x,dw) = 0, 

(5) X,j(w) - XI!'k(W) = 0 if e;k) - 0 mod p, 

(6) Xl'j(w) - Xm' k(W) = 0 if e;k) == 0 mod p, 

where i , j,k,l,m > 0 for (1),(4),(5),(6) and i 2: 0 for (2),(3). 
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Let us verify that equality (1) holds. It suffices to prove that XS . X!'i (w) does not contain 

either Xm'j(w) or xmx!,j(w). Suppose that xS. X'i (W) contains xm' J(w), Then we have 

(s + 1) deg x + i ( (s + 1) deg x - 2) = m deg x + j ( (s + 1) deg x - 2) 

and i > j 

by the argument of total degrees and filtration degrees respectively. These contradict each 

other since s + 1 > m. 

Suppose that XS 'X'i(W) contains XmX'j(w), where p = 2 and degx is odd. Then we have 

(s + 1) deg x + i((s + 1) deg x - 2) = (m + 1) deg x - I + j((s + 1) deg x - 2) 

and 2i > 2j + 1 

by the argument of total degrees and filtration degrees respectively. These contradict each 

other since s > m. Thus the equality (1) holds. Applying the same argument as above , it 

follows that equalities (2), (5) and (6) hold. 

Let us verify that equality (3) holds. It suffices to prove that X· X' i(W) does not contain 

either xl!,j (w) or xl X!'j (w). 

Suppose that .f . X!'i(W) contains Xl'j(w), Then we have 

2 ( deg x-I) + i ( (s + 1) deg x - 2) = l deg x + j ( (s + 1) deg x - 2) 

and i + 1 > j 

by the argument of total degrees and filtration degrees respectively. Then since s + 1 > l, we 

have i = j, l = 1 and degx = 2. In this case, it turns out that X-X'i(W) = AX'i(W) for some 

constant A. If x -x = 0 in H*(LX; Zip), then AX-X,i(W) = x'(X'X!'i(W)) = (x· x ) 'X' i(W) = O. 

Since s > 1, it follows that X'X'i(W) i= 0 in E;'* H*(LX; Zi p), and therefore in H*(LX; Zi p) 

as well. Hence we have A = O. Thus it suffices to show that X· x = 0 in H*(LX; ZIp)· 

When p i= 2, it is clear that X'X = O. If p = 2 and x·x i= 0, by the usual argument on total 

degrees and degrees of filtrations, we see that x . x = f..LX for some non-zero constant f..L. The 

indecomposable element x in H*(LX; Zip) is the image of the indecomposable element x in 

H*(X; Zip) by the map 7r* induced from the projection of the fibration 7r : LX -+ X. Let s* 

be the homomorphism which is induced from a section s : X -+ LX defined by s(a)(t) = a 
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(a E X and t E S1). Since f-1 x = f-1s*7f*( x) = f-1s*(x) = s*(x)· s*(x) in H*(X; Z / p) , it follows 

that the element x in H *(X; Z /p) is decomposable , which is a contradiction. 

Suppose that X· X/i(W) contains XIX/j(W), where p = 2 and deg x is odd. Then we have 

2(deg x - I) + i((s + 1) deg x - 2) = (l + 1) deg x - I + j((s + 1) deg x - 2) 

and i + 1 > j 

by the argument of total degrees and filtration degrees respectively. If i = j, then from the 

equality of the total degrees we have (l - 1) deg x = -I, which is a contradiction. If i > j , 

then from s > l we have 

(i - j)((s + 1) deg x - 2) 2:: (s + 1) deg x - 2 > l deg x > (l - 1) deg x + I , 

which contradicts the equation of the total degrees . 

Thus equality (3) holds. Applying the same argument as above , we see that the equality 

(4) holds. Thus we have Theorem 4.3 (ii). 0 

REMARK 4.4. In the case that S + 1 == 0 mod p, p = 2 and degx = 2 or s + 1 ~ 

o mod p, S = 1 and deg x = 2, we can see that the Eilenberg-Moore spectral sequence 

converging to H*(LX; Z / p) collapses at the E 2-term. However, we cannot solve extension 

problems by using the usual argument on total degrees and column degrees of the associated 

bigraded algebra E; '* . For example, there is no immediate contradiction to the existence 

of the relation w2 = XSw when s + 1 == 0 mod p, p = 2 and deg x = 2 or the relations 

X · X/i(W) = X1i(W) (i > 0) when s + 1 =t 0 modp, s = 1 and degx = 2. 

Next we consider the algebra structure of H*(LX; Z /p) in the case that mod p cohomol­

ogy of simply connected space X is an exterior algebra generated by two elements Xt and Xu 

with t ::; u in Theorems 4.5 and 4.8 below. If iIi(X; Z / p) is zero whenever i is outside an 

interval of the form [k + I , 3k + 1], that is, t ::; u ::; 2t - 2, then X is p-formal [2, Lemma 9]. 

Therefore the Eilenberg - Moore spectral sequence {Er' dr} collapses at the E 2-term from 

(1.2). By solving the extension problem of the Eilenberg -Moore spectral sequence, we have 
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THEOREM 4.5. Suppose that the mod p cohomology of a simply connected space X 

zs isomorphic to the exterior algebra A(xt, xu), where deg Xt = t and deg Xu = u with 

t ::; u ::; 2t - 2. If p > 3 or u =1= 3, u =1= 2t - 3 and p = 3, then 

as an algebra. 

REMARK 4.6. Under the condition that t < u < 2t - 2, the p-formality of X enables us 

to conclude that the spectral sequence {ETl dr } collapses at the E2 -term. Note that it is not 

easy to deduce the above fact under the conditions t ::; u ::; 2t - 2 from degree consideration 

as the proof of Theorem 4.1 or 4. 3. In fact , in the case p = 3, t = 5 and u = 7, simple 

degree considerations do not suffice to eliminate the possibility that d2(/3(x5)) = X7X7 + ... 
in the E2 -term. 

PROOF OF THEOREM 4.5. It suffices to prove that the elements /pl(Xt)P and /pl(Xu)P 

do not contain the element XtXu/i (Xt) /j(xu ), where pI > i + j 2:: 0 and f 2:: 0, as in t he 

proof of Theorem 4.3 (i) . 

If f = 0, then i + j = O. If p > 3, we have 

deg XtXu < deg if ::; deg x~ . 

Therefore we can conclude that x~ and xf do not contain the element XtXu if P > 3. If 

p = 3, we have that deg x~ = deg XtXu if and only if t = u = 3 and deg xf = deg XtXu if 

and only if u = 2t - 3. So if u =1= 3 and u -=I- 2t - 3, we can conclude that x~ and xf do not 

contain the element XtXu since t ::; u. 

If f > 0, since p =1= 2 and t ::; u ::; 2t - 2, we have 

Therefore Ipl (Xt)P and / pl (xu)P do not contain XtXu/i(Xt)/j(xu)' It turns out that Ipl (Xt)P = 

0= Ipl(Xu)P in H*(LX; Z /p) . Thus we have Theorem 4.5. 0 

REMARK 4.7. In the case p = 2, the Eilenberg - Moore spectral sequence {E; '*, dr } 

collapses at the E2-term because X is p-formal. However, for instance, we can not decide 
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whether 1'2 (X4)2 is equal to X3X4X3X4 for P = 2, t = 3, U = 4 by the usual consideration of 

degrees. 

Suppose that H*(X; Z/ 2) is isomorphic to the truncated polynomial algebra Z / 2[X l , " , 

xn]/(xr 1
, .. , x~un). Then [46 , Theorem] asserts that the Eilenberg-Moore spectral sequence 

collapses at the E2-term if Sql == 0 on H*(X; Z/ 2). Nloreover, from the argument of the 

proof, we see that the same conclusion holds if the vector space (Im Sql )2k+lmi+2 is zero for 

any k 2:: 0 and 1 :::; i :::; n , where mi = 2ui - 1i - 1. In consequence , we have 

THEOREM 4.8. Suppose that the mod 2 cohomology of a simply connected space X is 

isomorphic to the exterior algebra A(xt, X2t - l) where deg Xt = t and deg X2t- l = 2t - 1. 

(i) If Sqt - l Xt = 0 and t > 3, then as an algebra, 

H*(LX; Z/2) ~ A(xt, X2t - d 0 @ Z/2b2i (.Tt)]/ (1'2i (Xt)4). 
i>O 

Let us compare two different resolutions of the Gel-algebra A = ®k A(Xk) , an exterior 

algebra over Z/ 2, before proving Theorem 4.8. Let B*(A 0 A, A) denote the bar resolution 

of A ([34 , p.230J), considered as a left A 0 A-module. Let 

where 

Then F ~ A -+ 0 is a proper projective resolution of A, considered as a left A 0 A-module, 

where J-L denotes the multiplication on A ([25, Lemma 1.5]) . 
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LEMMA 4.9. There exists a morphism of resolutions from B*(A 0 A, A) to F , inducing 

an automorphism ¢ of TorA0A(A, A) such that 

PROOF. Since the elements z = 1 0 l [xk 0 1 - 1 0 xkl·· · Ix k 0 1 - 1 0 Xk] are part 

of a A 0 A-basis of the bar resolution B*(A 0 A, A) , we can define a morphism 'IjJ from 

B*(A 0 A, A) to F so that 'IjJ(z) = 1 0 1 01'i(Xk) ' The morphism 'IjJ induces the required 

isomorphism ¢. o 

PROOF OF THEOREM 4.8. Using Proposition 3.1, we can determine the algebra struc­

ture of E;'* explicitly. If t > 3, then the spectral sequence {Er ' dr} collapses at ETterm by 

[46 , Theorem] since a degree argument shows that Sql = O. 

To solve the extension problem, we use the Steenrod operations {SqkM h 2:o on the Eilen­

berg - Moore spectral sequence ([40],[43]) , which are induced from operations on the bar 

construction. Notice that the operations S qkM (i 2:: 0) on E~* coincide with the operations 

on E~ '* H*(LX ; Z/ 2) induced from the ordinary Steenrod operations on H *( LX; Z/ 2). Since 
21 times 

SqJ:;'; - l) ht 0 1 - 1 0 Xtl· ~ ' IXt 0 1 - 1 0 xtf = 
21 times 

m E~*, it follows from Lemma 4.9 that 1'21 (Xt)2 = 0 if Sqt - l = 0 and 1'21 (Xt)2 

Sq2 / (t - l)1'2/ (Xt) = 1'2/(X2t- l) if Sqt- l -I- 0 in E~)*. Since Sq2t - 2X2t _1 = 0 for t > 3, by 

the same argument as the above, we see that 1'21 (x2t_d 2 = 0 in E~ )* . 

In order to complete the proof of Theorem 4.8 (i), we must show that 1'21 (Xt)2 = 0 and 

T'2 / (X2t - d 2 = 0 in H*(LX;Z /2) if Sqt - l = O. To this end, we verify that T'2/(Xt)2 and 

T'2 / (X2 t- d 2 do not contain either T'i(Xt)1'j(X2t - d, XtT'i(Xt)1'j(X2t - l) , X2t - 11'i(Xt)1'j(X2t- l) or 

Xt X2t- lT'i(Xt)1'j(X2t- d, where 21 > i + j. 
Suppose 1'21 (Xt)2 contains 1'JXt)1'j(x2t- d. Then we have 2/+1 (t - 1) = i(t - 1) + j(2t - 2) 

by the argument of total degrees. This contradicts 21 > i + j. Suppose 1'21 (Xt)2 contains 
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2f+l(t - 1) = t + 2t - 1 + i(t - 1) + j(2t - 2) 

by the argument on total degrees. Though (t - 1) divides the left-hand side of the equa­

tion, it does not divide the right-hand side, since t > 3. Thus we deduce that 1'21 (Xt)2 

does not contain XtX2t - ll'i (Xt)l'j (X2t - l)' By similar arguments, we can eliminate the other 

possibilities. Therefore we have 1'21(Xt)2 = 0 in H*(LX;Z / 2) if Sqt - l = O. The usual 

argument on total degrees and filtration degrees allows us to conclude that 1'21 (X2t_d 2 = 0 

in H*(LX; Z/ 2). 

To prove Theorem 4.8 (ii), we consider the case where t = 2. Though the action of 

Sql on H*(X; Z/2) is not trivial, the vector space (1m Sql)2k+1mi-2 = 0 for any k :2 0 

and 1 :s:: i :s:: 2 because (1m Sql )even = O. Therefore the Eilenberg-Moore spectral sequence 

collapses at the E 2-term. 

Furthermore we can see 1'21 (X3) = 1'21 (X2) 2 + P for any f :2 0 , where P is a poly­

nomial generated by elements X2, X3, 1'21- 1 (X2), 1'21- 2 (X2), ... , 1'2(X2) and X2' From the 

usual argument on total degrees and filtration degrees it follows that 1'21 (X3)2 = 0 in 

H*(LX; Z/2). Thus we can construct an isomorphism 7] of algebras to H*(LX; Z/2) from 

H*(LX; Z/2) ~ A(X2' X3) ®®i~ O Z/2b2i (X2)]/(1'2 i (X2)4) satisfying that 7](1'21 (X2)) = 1'21 (X2) 

and 7]- 1(1'21 (X3)) = 1'21 (X2)2 + P. The same argument works in case where t > 3. This 

completes the proof. D 

REMARK 4.10. In the case t = 2 or t = 3, there are some extension problems which 

cannot be solved by a mere argument with the Steenrod operation on the Eilenberg-Moore 

spectral sequence and degree considerations as in the proof of Theorem 4.8. For example, 

there is the problem of whether 1'2(X2)2 = X2X3 in the case t = 2 or 1'22 (X3)2 = X3X51'2(X5) 

in the case t = 3. 

REMARK 4.11. In this chapter, we are interested in the algebra structures of the co­

homologies of free loop spaces. In [22], it is showed that the sequence of Betti numbers 

{dimkHn (LX; k) }n>O is unbounded if iIi (X; k) is not zero whenever i is outside an interval 

of the form [k + 1, 3k + 1] for some k. But Theorem 4.8 means that the sequence of Betti 

numbers of H*(LX; Z/2) is unbounded even though Hi(X; Z/2) is not zero whenever i is 
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outside an interval of the form [k + 1, 3k + 1] . In fact , we can easily see that 

dimz/2(f[Ut, U2t _l])i = 1 for i = 0, t - 1 

2 for i = 2t - 2, 3t - 3 

3 for i = 4t - 4, 5t - 5 

4 for i = 6t - 6, 7t - 7 

5 for i = 8t - 8, 9t - 9 

m for i = (2m - 2)t - (2m - 2), (2m - l)t - (2m - 1) 

for m > O. Since f[Ut, U2t - l] C E;'* ~ E~* ~ H*(LX; Z/2) as vector spaces, we have 

limdimz/2Hi(LX; Z/2) = 00 
t - H X ) 

from t > 1. Thus, for any space X satisfying the assumptions of Theorems 4· 5 and 4·8, 

we see that the sequence of Betti numbers of H*(LX; Z i p) is unbounded for any p in the 

assumption. If this space X is a closed Riemannian manifold, then for any Riemannian 

metric there exist infinitely many geometrically distinct closed geodesics on X ([18]). 

5. Hodge decomposition 

Let X be a simply connected space and let i.pn the power map i.pn : LX -+ LX defined 

by i.pn(I')(eiB ) = l'(einB ). Then we can put H*(LX; Q) = ffi i ~oHHY), where HHli) is the 

eigenspace of the eigenvalue ni of the power operation i.p~ ([5]). Here H Hli) is called the 

i-factor of the Hodge decomposition of the rational cohomology of LX. In general, for the 

minimal model M = (/\ V, d) of X there is a minimal model c(M) = (/\ V ® /\ ii, 0), where 

H*(c(M)) ~ H*(LX; Q) (see Remark 1.2). Here Vi = Vi+1. Then we can decompose 

/\V ® /\V as ffi i(/\V ® /\iV). Since O(/\V ® /\iV) c /\V ® /\iV, we can put H*(/\V ®/\V,o) 

= ffi iH*(/\ V ® /\iV, 0) ([7]) . Then it is known that 

THEOREM 5.1 ([5]). HHii) ~ H*(/\V ® /\iil,o), especially, HHiO) ~ H*(/\V,d) 

H*(X; Q). 
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We will take advantage of this identification throughout the remainder of this section. 

We consider only the case in which H*(X; Q) is a GCI-algebra which is isomorphic to 

A = Q [XI , .. , Xn l/ (PI , .. , Pm)· Then M is uniquely determined by H*(X; Q), since H*(X; Q) 

is then intrinsically formal ([21]). This is isomorphic to M of Remark 3.2 with ko = Q and 

l = O. 

In the proofs of the following theorems, we use the notation of Proposition 3.1 (i), in 

particular the correspondence of c(M) and lC, as made explicit in Remark 3.2. 

THEOREM 5.2. Let H*(X; Q) be a Gel-algebra A = Q [Xl , .. , Xn ]/ (Pl, .. , Pm) where Pi 

is decomposable and let H H:i) denote the vector space H Hii) / H HiO) . H Hii). Then 

(i) For m ::; n 
when i > n , 

when i < n . 

In particular, dimQH Hii) i- 0 for any i :2: O. 

(ii) If m = n then 

dimQ H H~i) :2: G=~) + (n+;- 1) when i > n, 

dimQ H H~i) :2: (7) + (n+;- 1) when 1 ::; i ::; n. 

PROOF. (i) Since Xl " . .In belongs to AnnA(d(wiJ, ... , d(WiJ) for any iI, .. , is, it follows 

that the elements Xl ... xnw~l ... w~tn (kl :2: 0, .. , km :2: 0) represent elements of H H:i) where 

kl + ... + km + n = i from Proposition 3.1 (i). Moreover (d Q [WI, .. , W m ]) A does not contain 

any linear combination of elements Xl ... XnW~l ... w~rn. Therefore Proposition 3.1 (i) also 

enables us to conclude that the elements Xl ... xnw~l ... w~tn (kl :2: 0, .. , km 2: 0) are linearly 

independent in H H :i). Thus dimQ H H :i) :2: (m-L+~-n) when i > n. Furthermore since the 

elements xh . xh ... Xji (1 ::; j1 < ... < ji ::; n) are linearly independent in H H*, it follows 

that dimQ H H:i) :2: (7) when i ::; n. 

(ii) Let [A] be the fundamental class of the GCI-algebra A. Since [A] annihilates the 

augmentation ideal it, it follows from Proposition 3.1 (i) that the elements [A]W~l ... w~n 

represent nonzero elements in HH~kl + ' .+kn
) from Proposition 3.1 (i). Moreover, we see that 
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the elements Xl ... xnw~l ... w~n (kl + ... + kn + n = i) and [A ] W~l ... w~n (ll + ... + In = i ) 

are linearly independent in H H~i ) when i > n. In the case i ::; n, we can deduce that the 

elements xh ... Xji (1 ::; jl < ... < ji ::; n) and [A]wil ... w~n (h + ... + In = i) are linearly 

independent in H H~i). This completes the proof. D 

THEOREM 5.3. Suppose m = n. Let [A] be the fundamental class of the algebra A 

([45]). If Pt is the element of the greatest degree in the regular sequence PI, . .. ,Pn , then for 

all i, H HJi l = 0 whenever j > deg[A] + i(deg Pt - 2). Moreover dimQ H H~?g [AJ+i ( degpt - 2) = 1. 

PROOF. By the same argument as the proof of Theorem 3.1, we see that [ A]w~ represents 

a non-zero element of HHii). Any element u of AnnA(d(wiJ, ... , d(WiJ) 'W~l • • ' w~'" can be 

written as u = (L:l a/b/) . W~l ... w~rn with monomials al E A and bl E A(Xl 1 " • .In). Since 

the algebra A is a finite dimensional vector space, it follows that deg Xi < deg Pt for any i. 

Therefore deg Xi ::; deg Pt - 2 = deg Wt. So deg(blw~l ... w~n) ::; deg w~ when bl = xh ... Xj. 

and kl + ... + kn + S = i . The fact that A k = 0 for any k > deg[A] enables us to conclude 

that, HHyl = 0 whenever j > deg([A]wD. Moreover, since Adeg[i\J is a I-dimensional vector 

space generated by [A] ([45]), it follows that H Hd?g [AJ+ i(degpt - 2l is generated by the element 

[A]w:. D 

EXAMPLE 5.4. The minimal model M(X) of the rational de Rham complex (O*(X), 8) 

for X = U(2 + 2)/U(2) x U(2) is given as 

where degci = 2i , degTj = 2·2 + 2j - 1, d(Ci) = 0, d(Td = PI = 2C1C2 - cr and d(T2) = 

P2 = c~ - 3cic2 + ci · (see [25, Lemma 2.3].) Since 

in lC , it follows that the element v = CiCl - C1C2 belongs to Ann(d7\). We can see that 

vil- l (i :2: 1) is non-zero element of H Hii) by degree reasons. Indeed, suppose that 

Vi{- l is zero in H HY). Th en we can write vil- 1 = d(L:j=o ajitj in for some aj E 

Q [Cl,C2]/(Pl,P2) 0 A(C1,C2) in general. Since degv = degd('fd < degd(i2), it follows that 

vil-1 = d(aoi{) and deg(ao) = O. Therefore we have CiCl - CIC2 = (2aOC2 - 3aocDc1 + 2aOC1c2 
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in Q [Cl ' c2 ]/ (p1 , P2) ® !\ (C1 ' C2) , which is a contradiction. Thus we can conclude that 

vf{ 1 # 0 in H Hi i) . 

In particular, Vf{ - l (i 2:: 1) is different from a linear combination of the elements which 

we have chosen in the proof of Theorem 5.2 (ii). Thus we have from Theorem 5.2 (ii) , 

dimQ H H~i) > 2i 

dimQ H H~2 ) > 4 

dimQ H H~l) > 4. 

for i > 2, 

and 

Since the degree of the fundam ental class of H* (X; Q) is 8, from Theorem 3.2, we have 

dimQ HH~~6i = 1 and HHy ) = 0 for j > 8 + 6i. 
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CHAPTER 2 

The vanishing problem of the string class with degree 3 

In this chapter , for a (differential) manifold M, we also denote the space of all smooth 

maps from the circle 51 into M by L1I1.In the case, in the square (3 .3) of Chapter 0, MI 

means the space of all smooth maps from the interval [0,1] into M. 

1. String class 

Let M be a (differentiable) manifold and G a Lie group. 

DEFINITIO 1.1 ([24]) . A (differentiable) principal bundle over M with group G con­

sists of a manifold P and an action of G on P satisfying the following conditions: 

(1) G acts freely on P on the right: (u, a) E P x G ---* u· a E P , 

(2) M is the quotient space of P by the equivalence relation induced by G, M = P IG , and 

the canonical projection 7[ : P ---* /VI is differentiable , and 

(3) P is locally trivial, that is, every point x of M has a neighborhood U such that 7[ - l(U) 

is isomorphic with U x G. 

Recall the special orthogonal group 50(n) = {A E M(n,R);AtA = I, detA = I} , 

where M(n, R) is the set of all matrices of degree n with entries in R and the spinor group 

5pin( n), which is a Lie group and also a universal covering group of SO( n) for n 2:: 3. 

Let e be an 50( n )-principal bundle P ---* M over a simply connected manifold M for 

n 2:: 3. 

DEFINITION 1.2 ( [36]) . The bundle ~ is said to have spin structure if the structure 

group of P lifts to Spin( n) i. e., there is a commutative diagram: 

Spin(n) ----t Q ----t M 

¢o 1 1 ¢ 1 = (1.1 ) 

SO(n) ----t P ~ M, 
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where ¢o is the universal covering homomorphism with the kernel {- I, I} ~ Z 12 and ¢ 

satisfies ¢(xg) = ¢(x)¢o(g) for any x E Q and any g E Spin(n). 

It i known that LSpin(n) --+ LQ --+ LM is also a principal LSpin(n)-bundle [39]. --Assume that ~ has a spin structure Q --+ M for n 2: 5 and let SI --+ LSpin( n) --+ LSpin( n) 

the universa l central extension of LSpin( n) by the circle SI ([39]) . 

DEFINITION 1.3 ([36]) . Th e bundle ~ is said to have string structure if the structure --group of LQ lifts to LSpin(n). 

DEFI ITION 1.4 ([36]) . We denote the pull back of the generator of H 3(LBSpin(n); Z) 

by the classifying map of L7r : LQ --+ LM as f.1( Q) and call it string class. 

Then it is known that the string class f.1(Q) in H 3(LM; Z ) is an obstruction to lift --the structure group of the LSpin(n)-bundle LQ --+ LM to LSpin(n) ([36]) . Let Pl(~) be 

the first Pontrjagin class of ~ ([24]) . It is known that PI (0 is two times the pullback of 

the generator (, of H 4( BSpin(n); Z) by the classifying map of a spin structure Q --+ M 

for ~ ([36 , Lemma 2.2]). Following [36], we denote the pullback of (, by ~P1(~)' Also the 

map fS l oev* : H*(X; Z) --+ H* - 1(LX; Z) will be denoted by Dx and called the D-map 

of X , where fS1 : H*(S1 X LX; Z) --+ H *-1(LX; Z) is the integration map along S1 and 

ev : Sl x LX --+ X is the evaluation map, ev( 1', t) = I'(t) for l' E LX and t E S1. The 

argument of the proof of [36 , Theorem 3.1] enables us to 

DEFINITIO 1.6. The D-map of M is said good if DM is a monomorphism. 

Therefore if the D-map of M is good, then f.1( Q) vanishes if and only if ~Pl (0 vanishes 

for any SO(n) -bundle ~ with a spin structure Q --+ M. In this case we can deduce that the 

LSpin( n) -bundle over the infinite dimensional manifold LM has a string structure if and 

only if 1/ 2 the first Pontrjagin class of the SO( n )-bundle over the finite dimensional manifold 

M vanishes. Our goal is to study which manifolds have a good D-map. McLaughlin showed 

THEOREM 1.7 ( [36 , Theorem 3.1]). The D-map of any 2-connected manifold is good. 
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Also K.Kuribayashi showed 

THEOREM 1.8 ([26 , Theorem 1]). Let M be a simply connected manifold. If H 4(M; Z) 

is torsion free and dim H2(M; R ) S 1. Then the D-map of M is good. Therefore , in this 

case, ~Pl (~) vanishes if the string class f.1( Q) vanishes. 

We can deduce from Theorem 1.8 that the complex Grassman manifold has the good 

D-map. 

REMARK 1.9. So far, we have considered the string class of an SO(n)-bundle in the 

case where n 2: 5. The case n = 4 must be treated separately as mentioned in [36 , Remark , 

page 150] because the universal central extension of LSpin(n) is an extension by a 2-torus. 

The fact that SO( 4) is not simple causes the difference. In the case where n = 3, since 

SO(3) is simple, we can define the string class of an SO(3)-bundle with a spin structure 

in similar fashion to the case n 2: 5. However, the index of the homomorphism B7r* : 

H 4( BSO(3); Z) = Z --+ H 4(BSpin(3) ; Z) = Z is 4, not 2, where 7r : Spin(3) --+ SO(3) is 

the universal covering. This fact is proved by using the same argument as the proof of [36 , 

Lemma 2.2, page 148]. Notice that H5 (BSO(3); Z) is zero though H5(BSO(n) ; Z ) = Z / 2 for 

n 2: 5. Thus the string class f.1(Q) of an SO(3)-bundle ~ with a spin structure Q --+ M ean 

be regarded as the image of 1/ 4 the Pontrjagin class of ~ by the D-map D M : H 4(M ; Z) --+ 

H 3 (LM; Z). 

In Section 3, we generalize Theorem 1.8 (see Theorem 3.4). 

2. Hochschild homology below degree 3 

Let X be a path-connected and simply connected space. In order to consider the algebra 

structure of H*(LX; Z Ip), we use the Eilenberg Moore spectral sequence converging to 

H*(LX ; Zip) whose E 2-term is isomorphic to the Hochschild homology of H*(X; Z i p)· 

Before we begin calculating this spectral sequence, we give an available complex to determine 

the algebra structure of the Hochschild homology of a certain commutative algebra. A 
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commutative algebra A will mean a positive graded commutative algebra over zip satisfying 

that AD = zip and Al = O. 

Let A be a commutative algebra A(YI ' ... , Yl) 0 Z /P[XI' .. , Xnl/(PI, .. , Pm) , where Pi is 

decomposable for any i. We will suppose that 2 :::; deg Xl :::; '" :::; deg Xn, 3 :::; deg Yl :::; 

... :::; deg Yl deg PI :::; ... :::; deg Pm and l = 0 if p = 2. If PI, .. , Pm is a regular sequence , 

the Koszul-Tate co~plex of A in Section 2 of Chapter 1 is a complex for computing the 

Hochschild homology H H*(A). In the general case, we can also obtain a complex for 

computing H H*(A) by extending the Koszul-Tate complex. 

PROPOSITIO 2.l. The Hochschild homology of A is calculable as the homology of the 

following complex (E, d) : 

E := A 0 r[Y1,", Yz] 0 A(Xl ,", Xn) 0 r [Wl,", wm] 0 C, 

n a 
d(Wi) = L f;:lPi Xj, d(A) = d(Yi) = d(Xj) = 0 for A E A, i = 1, .. , l, j = 1, .. , nand 

j- l UXj 

bideg A = (O,degA) for A E A, bideg Xj = (-I,degxj), bideg Yi = (-I,degYi), bideg Wi = 

(- 2, deg Pi)' Here C is a suitable differential graded algebra which is a tensor product of an 

exterior algebra and a divided power algebra. Moreover, the differential d satisfies that 

{dE n A 0 f[YI, .. , yz] 0 A(XI ' .. , Xn)} ::;3 = 

{d(A 0 f[YI' .. , yz] 0 A(Xl' .. , Xn) 0 r[WI ' .. , Wm]) n A 0 r[Y1 ' .. , yt] 0 A(XI' .. , Xn)} ::; 3. 

PROOF. Let A and B denote the commutative algebra A(Yl ,", Yl) and Z /P[Xl, .. Xn l/ (Pl, 

.. , Pm) respectively. If PI,'" Pm is a regular sequence, then there exists the following proper 

projective resolution F ~ B ---+ 0 of B as a left B 0 B-module ([44], [25, Proposition 

l.1]): 

J1 : B 0 B -+ B is the multiplication of B , d(xj) = Xj 0 1 - 1 0 Xj and d(Wi) = Lj=1 (ijXj, 

where (ij is an element in B 0 B satisfying Pi 0 1 - 1 0 Pi = Lj=l (ij (x j 0 1 - 1 ® X j) and 

J1((ij) = opi/OXj. 

In particular, we can choose the element L~= l J1~~ Xk 0 1 + L~=l 1 0 J1~? Xk as the element 

( . . . d b 'f - ",n ",n (i) 
tJ mentlOne a ove 1 Pi - L..j=1 L..k=1 J1jk XkXj' 

42 

Let us consider the general case where PI, .. , Pm are decomposable elements. By modi­

fying the method to construct a minimal model of a differential graded algebra, we obtain 

the required differential graded algebra E. The argument of [44, Lemma 3.3] enables us 

to deduce that HD '*( F) = O. When i + j = 1, every element in Fi ,j can be written 

by a linear combination of elements ,7:1, .. , xn. Therefore , Hi,j (F) = 0 for i + j = l. 

Suppose that i + j = 2 and Hi ,j (F) =J O. Then, from the definition of the differen­

tial d, we obtain (i,j) = (-2 , 4). If the element u = Li<j aijXiXj is in Ker d- 2,4, then 

o = du = Li<j aij(xi 0 1 - 1 0 Xi)Xj - Li<j aij(Xj 0 1 - 1 0 Xj)Xi' Thus we see that 

aln(x1 ® 1 - 1 0 Xl) + ... + an- 1 n(Xn- 1 0 1 -10 xn- d = 0 and hence ain = 0 for any i < n. 

Inductively, we have aij = 0 for any i and j. From this fact, we can conclude that each 

element of a basis {Zl,", zs } for H - 2,4(F) represents an element L aijXiXj + L bkWk , where 

bk is nonzero for some k. The element Zt and its representative element will be denoted by 

the same notation. We define the differential graded algebra (Fl' d) by F1 = F 0 AU,t) and 

d(Zt) = Zt, where bideg zt = (-3,4). Clearly, Hi,j(Fl ) = 0 for i + j = 2. From the form of 

a representative element of Zt, it follows that d(A(Zt)) n B 0 B 0 A(XI,", Xn) = O. Consider 

the case where i + j = 3. It is easy to verify that Kerd- 2,5 n Z /P {XiXj; 1 :::; i,j :::; n} = 0 in 

the only case where p = 2 and that Ker d- 3,6 n Z /p{ XiXjXk; 1 :::; i, j , k :::; n} = O. We define 

the elements vf3 with total degree 3 corresponding to representative elements vf3 of a basis of 

Hi ,j (FI ) for (i, j) = (-2,5) and (-3,6). Put F2 = F1 0 f [vf3] and extend the differential d 

by demanding that d( v(3) = vf3. The elements of Ker d n F;1 ,4 are characterized a follows: 

LEMMA 2.2. Let u be an element of Ker d n F ;l,4. Then u can be written as 

Lj=1 (L~=l AjkXk 0 1 + L~=l 1 0 AkjXk) Xj with coefficients Ajk satisfying that Ajj = t(1) J1jj + 
... + t(m) J1jj and (Ajk + Akj) = ttl ) (J1~~) + J1~~)) + ... + t(m) (J1Y:) + J117)) for some t(i) (Jor the 

notation J1~2 see the definition of the above resolution F), Therefore, the element 1 0 A®A U 

in A 0 A®A Fl belongs to Z/P{d(WI),", d(wm)}. 

Let {ud be a basis for H - 1,4(Fd · We extend the complex F 2 to F3 = F2 0 f [il t ] = 

Fl 0 f[v f3] 0 r[ilt] with the differential defined by d( ilt) = Ut. From this construction, we see 

that Hi ,j (F2) = 0 for i + j = 3 and d(r [vf3]) n B 0 B 0 A(Xl ' .. , Xn) = 0, By continuing the 

same process above total degree 4, we can get a proper projective resolution EB of B as a 

B 0 B-module: EB = F 0 C. By virtue of [44, Lemma 3.2], we conclude that the differential 
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graded algebra (EA' d) , defined by EA = A 0 A 0 r[Y1' ··Yd and d(Yi) = Yi 0 1 - 1 0 Yi, is 

a proper projective resolution of A as an A 0 A-module. Therefore , the differential graded 
- - -

algebra £ = £A 0 £8 is a proper projective resolution of A as a A 0 A-module. Thus the 

Hochschild homology H H* ,* (A) = Tor~';A (A, A) is obtained as the homology of the complex 

(£, d) = (A 0 A0 AE, 10 d). From Lemma 2.2, it follows that d(Ut) = 10 A0 A d(Ut) = 10 A0A Ut 

is in Z / p{d(wd , .. , d(wm)}. This fact and the definitions of d( Zt) and d(v{3) allow us to deduce 

that 

This completes the proof of Proposition 2.1. D 

PROOF OF LEMMA 2.2. For any element U E Ker d n .1'1- 1,4, we can write U = 2: j ~jXj, 

where ~j = 2:~= 1 AjkXk 0 1 + 2:~= 1 1 0 AjkXk. Since d(u) = 0 in F~ ,4 = .1'0,4, it follows that 

the element 

nn nn nn nn 

du = I: I: AjkXkXj 0 1 - I: I: AjkXk 0 Xj + I: I: A~kXj 0 Xk - I: I: 1 0 A~kXkXj 
j=l k=l j=l k=l j=l k=l j=l k=1 

belongs to the ideal (Pi 0 1,1 0 Pi; 1 ::; i ::; m) in Z /P[Xl, .. , Xn] 0 Z /P[X1, 00 , Xn]. This fact 

enables us to conclude that 2:}=1 2:~=1 AjkXk 0 Xj = 2:}=1 2:~= 1 AjkXj 0 Xk and so Ajk = A~j' 
Moreover we see 2:}=1 2:~= 1 AjkXkXj = t(l) PI + ... + t(m) Pm = t(l) (2:}=1 2:~= 1 J-L;~) XkXj) + 

'" + t (m) (2:}=1 2:~= 1 J-L;r;:)XkXj) in Z /P[X1' .. , Xn ]. Thus we have 

n n 

I: AjjXJ + I:(Ajk + Akj) XkXj (1) ('\' (1) 2 '\'( (1) (1)) ) t L.t J-Ljj Xj + L.t J-Ljk + J-Lkj XkXj + '" 
j=l j<k j=1 j<k 

n 
(m) ('\' (m) 2 '\' ((m) (m)) ) + t L.t J-Ljj Xj + L.t J-Ljk + J-Lkj XkXj 

j=l j<k 

m Z /P[X1' .. , xn]. Therefore, the required relations for Ajk are obtained. Let J-L be the 

multiplication of B. Since J-L( (ij) = 2:~= 1 (J-L;2 + J-L~~ )Xk' it follows that 

44 

n n 

I:(I: (Ajk + Akj)Xk)Xj 
j=1 k=l 

n n n n 

I: t(l)(I)J-L;~) + J-L~~))Xk)Xj + ... + I: t (m) (I: (J-L;r;:) + J-L~7 ) )Xk)Xj 
j=l k=l j=1 k=l 

n n 

I:t (1)J-L((lj)Xj +.,' + I:t(m)J-L((mj)Xj 
j=l j=l 

Thus we have Lemma 2.2. D 

Applying Proposition 2.1 , we can partially know the algebra structure of the Hochschild 

homology of the graded algebra A. 

PROPOSITION 2.3. Let A be the graded algebra A(Y1,ooYl) 0 Z /P[X1, oo Xn]/(P1, 00 , Pm). 

Then there exists a morphism of algebms 

which is a monomorphism below total degree 3, where A = Z /P[X1, ooXnl!(P1, 00, Pm) 0 

A(X1' 00, Xn) . 

PROOF. Let us consider the following commutative diagram: 

K 0 Z /P{W1' .. ,wm} ~ K := A 0 f[Y1, .. , yzl 0 A(Xl' 00' Xn) -----+ 0 

j1 1i 1 
£ £ 

d £ -------1 -----+ 
d 

where i and j are the inclusion maps and d is the restriction of d to K 0 Z / p{ WI, .. , W m }, 

Suppose that H(i) [z] = 0 and the total degree of [z] is below 3. Then i(z) belongs to 

{d(£) n K} ::;3, From Proposition 2.1, we can see that i(z) is in the vector space {lmd oj} ::;3. 

Therefore z is an element in 1m d. The map ¢ = H( i) is the demanded homomorphism. D 

We consider the ring structure of H* (LX; Z / p), in particular, to clarify indecomposable 

elements with degree below 3 in H*(LX ; Zip) and relations between their elements in 
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H 3 (LX; Zip). To this end, we use the Eilenberg Moore spectral sequence converging to 

H*(LX; Zip) ([44], [25]) whose E2-term is the Hochschild homology of H*(X; Zip): 

E; '* ~ Tor;;:(X ;Z/P)f2)H.(X;Z /p)(H*(X; Zip), H*(X; Z ip)) = H H*(H*(X; Zip)). 

Proposition 2.3 plays an important rule in explaining the algebra structure of H*(LX; Z Ip). 

Notation. Let A be a graded algebra and S a subset of A. Then the ideal of A generated 

by elements of S will be denoted by (S)A as in Chapter l. For any graded vector space 

V = EBi ~ O Vi, v :Sn means EBO:S i :Sn Vi. We denote the commutative algebra with the 2-simple 

system of generators {Zj}j=I, .. ,n by ~(ZI' .. , zn) . Let T be a subset of a vector space Wover 

a field k. We denote the subspace of W generated by elements of T by k{T}. 

THEOREM 2.4. Suppose that X 1,S a simply connected space and that there exists a 

morphism of algebTas 

which is an isomorphism below degree 4, where PI, .. , Pn are decomposable elements with 

degree 4, deg Xj = 2 or 4, deg Yi = 3 and l = 0, deg Xj = 2,3 or 4 if p = 2. We regard 

H*(LX; Zip) as a B-module via the composition map Jr*¢. Then there exists a morphism 

of algebras and of B -modules 

which is a monomorphism below degree 3, where d(wi) = f Bpi Xj, degxj = degxj - 1, 
j=1 BXj 

deg Yi = 2, degwi = deg Pi - 2 and Ap = kp[Xl' .. , Xnl/(Pl, .. , Pm) 0 A(Xl ' .. , Xn) if p # 2, and 

A2 = k 2 [Xl, .. , Xnl/(Pl, .. , Pm) 0 ~(Xl' .. , Xn) if p = 2, where ~(Xl ' .. , Xn) is the commutative 

algebra with the 2-simple system of generators {x j }j=l, .. ,n. 

REMARK 2.5. In the case where p = 2, we cannot solve extension problems completely 

by using the usual argument on total degrees and column degrees of the associated bigraded 

algebra E;'*. For example, it may be possible that x; is equal to some Yj . However some 

information about the squaring operations in H*(X; Z /2) allows us to determine whether 
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or not x; is equal to f/j. To be exact, if S ql Xi = cYj then x; = cfh , where c = 0 or 1. (see 

the proof of Chapter 1, Theorem 4.8) 

Before we prove Theorem 2.4, we prepare a lemma. 

LEMMA 2.6. Let C1 and C2 be commutative algebras. Suppose that there exists a 

morphism of algebras f) : C1 ---t C2 which is an isomorphism below degree s. Then 

Torf) f2) fJ(f), f)) : Tor~ (2) Cl (C1, Cd ---t Tor~ (2) C2 (C2 , C2) is an isomorphism if i = 0 and j ~ s , 

i = - 1 and j ~ s - 1 or i < - 1 and i + j < s - i - 2. 

PROOF. Let Bar* ,*(Cr) be the complex obtained from the bar resolution of C1 as an 

C1 0 Cl-module and Bar*'*(C2) the similar complex constructed from C2 · Let t be an 

element of Bar- i,*(C1 ). We can write u = a[b1 1·· ·Ibilc, where a and c are elements of A 

and bl is an element of C1 0 C1 . If there exists an element bl such that deg bl > s, then 

total degt = deg a + deg b1 + ... + deg bl + ... + deg bi + deg c - i > 0 + 2 + ... + 2 + s + 

2 + ... + 2 + 0 - i = s + i - 2 when i # O. Thus we see that the morphism Bari,j(fJ) : 

Bari,j (C1 ) ---t Bari ,j (C2), which is induced from f), is an isomorphism if -i + j ~ s + i - 2 

and i # o. It is clear that BO,j (fJ) is an isomorphism if j ~ s. Therefore we have L mma 

2.6. D 

PROOF OF THEOREM 2.4. Let {Er , dr} be the Eilenberg Moore spectral sequence 

converging to H*(LX;Z lp) . By virtue of Proposition 2.3 and Lemma 2.6, we have a 

homomorphism 'lj; from B := A(Yl , ··yd 0 f [ill, .. , yt] 0 {Ap l(d(wl)' .. , d(wm))Ap} to E;'* 

which is a monomorphism below degree 3. From [42, Proposition 4.2], it is seen that 

Jr*(Yj) = Yj E FO H*(LX; Zip) and Jr*(Xi) = Xi E FO H*(LX; Zip). Therefore the injectiv­

ity of Jr* allows us to conclude that d2 : E:;2,* ---t Eg,* is trivial. Since E;,j = 0 if q < -2p, 

it follows that the elements in E:;l,j survive in the Eoo-term if j ~ 4. Thus we have an 

monomorphism 'lj; : B :S3 ---t (TotE;,*)9. In order to complete the proof of Theorem 2.4, we 

must solve extension problems below degree 3. lore precisely, we need to consider the prob­

lem that whether I: Ai ,jXiXj = 0 in H*(LX ; Z ip) when I: AijXiXj E Zlp{d (wl)' .. , d(wm)}. 

Note that the element Xj in E01 ,* and its representative element in H*(LX; Zip) are de­

noted by the same notation. Since the generators with degree 3 and filtration degree 0 are 
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the elements Yl, .. , Yl, we can write the element 2: AijXiXj as 2: I1kYk with some constants 11k. 

Let 7r : LX -t X be the fibration defined by 7r(,) = ,(0) . From [42 , Proposition 4.2], we see 

that the element Yk in Eg'* is identified with the element 7r* (Yk). Hence the given equality 

is written as 2: AijXiXj = 2: I1k7r*(Yk). Let s be the section of the fibration LX -t X defined 

by s(x) = Cx, where Cx is the constant loop at x. Since we can choose a representative 

element of Xi so that S*(Xi) = 0 in H*(X; Zip), it follows that 2: I1kYk = s*(2: AijXiXj) = 0 

in H*(X; Zip) and hence 11k = 0 for any k. Thus 2: Ai,jXiXj = 0 in H*(LX; Zip) when 

2: AijXiXj E Zlp{d(w1)' .. , d(wm )}. Therefore we have Theorem 2.4. 0 

3. Kernel of f5 1 oev* 

In this section, we consider the injectivity of the D-map 'Dx : H4(X; Z) -t H 3 (LX; Z). 

To this end, we study the algebra structure of H*(LX; Zip) and the injectivity of the mod 

p D-map 'Dx ,p = f51 oev* : H4(X; Zip) -t H 3 (LX; Zip) for any prime p. The behavior 

of 'Dx,p on H4(X; Zip) is determined by Theorem 2.4 and the following Theorem 3.l. 

Here we now note that the D-map 'Dx and D-map 'Dx ,p are derivations (see [27, Section 

3]). More precisely, 'Dx(xy) = 'Dx(x)y + (-l)deg x x 'Dx (Y) for any x, y E H 4(X; Z) and 

'Dx,p(xy) = 'Dx,p(x)y+(-l)deg x x'Dx,p(Y) for any X,Y E H4(X;Z lp), respectively. We often 

identify the elements Yj and Xi with ¢(Yj) and ¢(Xi) in Theorem 2.4, respectively. Let 

a* : H*(X; Zip) -t H* - l(OX; Zip) be the cohomology suspension and i : OX -t LX the 

inclusion map. 

THEOREM 3.1. One can choose the elements Yi and Xj in Theorem 2. 4 so that i* (Yi) = 

a*(Yt), i*(xj) = a*(xj) and 

n a 
'D x: I - " -x-

.I ,p H4 ( X ;Z / p) - 6 ax _ J. 
j=l J 

Notice that, for any simply connected space X, one can construct an algebra and a 

morphism of algebras ¢ satisfying the condition of Theorem 2.4 by using indecomposable 

elements Xj and Yi in H*(X; Z ip). 
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PROOF OF THEOREM 3.1. Let {Er' dr} be the Eilenberg Moore spectral sequence used 

in the proof of Theorem 2.4. By applying [42 , Proposition 4.5] and the same argument as 

the proof of [25 , Lemma 1.3], we can show that i*(fh) = a*(Yi) and i*(xj) = a*(xj) with 

any choice of representative elements of Yi and Xj in E01 ,*. To proceed with the proof, we 

need the following: 

LEMMA 3.2. For each indecomposable element Xj in E01,*, one can choose its represen­

tative element Xj in H*(LX; Zip) so that 'Dx,p(Xj) = Xj. 

From Lemma 3.2 and the fact that the D-map 'Dx,p is a derivation , we can get 'Dx,p = 

2:j=l 8~jXj . This completes the proof. o 

PROOF OF LEMMA 3.2. Let fJ : X -t K j = K(Zlp, nj) be the map representing the 

element Xj of Hnj (X; Zip), where nj = deg Xj . From the naturality of the D-map 'Dx,p, 

to prove Lemma 3.2, it suffices that 'DKj,p(ij) = fi' where ij is the fundamental element of 

Hnj (Kj; Zip) and fj is the element corresponding to ij (see Theorem 2.4). We denote 

Here OX means the space of continuous loops on X which map 1 E Sl to the base point of 

X. Let a* : H*(Kj; Zip) -t H* - l(OKj; Zip) be the cohomology suspension. Since i*(fj) = 

a*(ij) and a*(Lj) is the fundamental element in Hn j- 1(OKj; Zip) = Hn j- 1(K(Zlp, nj -

1); Z ip), we see that if V(ij) = a*(Lj) then 'DKj,p(Lj) = f j . We now prove V(ij) = a*(ij). 

Let f: (Inj,aIn j ) -t (Kj ,*) be a continuous map and g: Inj - 1 -t OKj a map defined 

by g(t)(s) = f(t, s) for t E In j- 1 and s E I. The argument of the proof of [36 , Proposition 

2.1] enables us to deduce that 

V(dual[j]) = dual[g] 

for the element dual[j] in dual (7rnj (Kj ) 0 Zip) and dual[g] in dual(7rnj _1(OKj ) 0 Zip) 

under the isomorphisms H nj(Kj; Zip) ~ dual (Ilnj (Kj; Zip)) ~ dual(7rnj(Kj) 0 Zip) and 

Hn j-l(OKj ; Z ip) ~ dual(7rnj _1(OKj ) 0 Zip)· 

On the other hand , let C1 : OKj -t P K j -t K j be the path-loop fibration defined by 

cl(,) = ,( I) for, E PKj . Here PKj = {, E Map([O, l ], Kj);,(O) = *} Then there is the 
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following commutative diagram 

1rnj -1(OKj ) ~ 1rnj (P K j , OKj ) ~ 1rnj (Kj ) 

hl lh lh 
Hnj- 1 (OKj ; Z) ~ Hn j(PKj , OKj ; Z) ~ Hnj(Kj ; Z) , 

where 8 are connecting homomorphisms hare Hurewicz isomorphisms. We define the map 

by 

1 (t, s) ( u) = * if 0 ::; u ::; 1 I (s + 1) and 

1 ( t, s) ( u) = f ( t, u (s + 1) - 1) if 1 I (s + 1) ::; u ::; 1. 

Then we can deduce that Ch (1) = f and that 8(1) is homotopic to 9 by the homotopy 

defined by 

H ( t, l) ( u) = * if 0 ::; u ::; l I 2 an d 

H(t , l)(u) = f(t , (2u - l) /(2 - l)) if 112 ::; u ::; 1. 

Thus it follows that cl*8- 1([g]) = [J], that is, for the cohomology suspension map a*, 

a*(dual[J]) = dual[gJ . 

This completes the proof. o 

We can determine the structure of the kernel of the D-map Vx,p : H4(X; Z ip) -t 

H 3 (LX ; Z ip) completely. Let'TJp : H4(X ; Z) -+ H4(X; Z ip) be the mod p reduction. Then 

we have 

PROPOSITION 3.3. Suppose that X is a simply connected space and that there 

exists a morphism of algebras 7jJ to H*(X;Z lp) from an algebra A(Y1 , · ··,Yt) 0 

ZI [ l/( P ) which is an isomorphism below degree 4, where deg Pi = 4. PX1,'" ,Xn PI'"'' m 
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If x is an element in the kernel of the D-map Vx = IS loev* : H4(X; Z) -t H 3 (LX ; Z) , 

then 'TJ2 (x) = 2: AiX; for some constant Ai and 'TJp (x) = 0 if p # 2. 

PROOF. By virtue of Theorem 2.4 and Theorem 3.1 , we see that Vx ,p coincides with 

the operator 2:7=1 a~i Xi· Therefore, the image of the map Vx,p is included in the image of 7jJ 

of Theorem 2.4. Hence, we can deduce that if Vx,p( z) = 0 for some Z E H4(X; Z i p) , then 

We can write Z = ZI + Z2 by using elements ZI and Z2 which are linear combinations of XiXj 

and Xk respectively. From the definition of d(wj), it follows that Z2 = 0 and 

in Ap for some ~j in Zip. Since deg Pi = 4 and deg a~, (Zl - 2: ~jPj) = 2 for any element Xi 

with degree 2, one can conclude that a~i (Zl - 2: ~jPj) = 0 in Z IP[Xl' .. , xnl for any i. Thus, 

in Zlp[X1, " , Xnl/(Pl,", Pm), Zl = 0 if P # 2 and tl = 2: ~iX~ if P = 2. 0 

THEOREM 3.4. Let X be a simply connected space. Suppose that 

(i): H4(X; Z) ~ Z EB . . . EB Z EB Zlpl EB ... EB Z lpk7 where Pi is prime for any i, and 

(ii): X2 = 0 for any element x E H2(X; Z /2) if H4(X; Z) has 2-torsion. 

Then the D-map of X is good. 

Theorem 3.4 is a generalization of Theorems 1.8 and ?? 

PROOF OF THEOREM 3.4. For any element x in Ker{Vx : H4(X ; Z) -t H 3(LX ; Z)} , 

its mod P reduction 'TJp(x) is zero if P -j 2 by Proposition 3.3. Therefore it follows from (i) 

that the free part and odd torsion part of x is zero. Moreover, the condition (ii) enables us 

to deduce that the 2-torsion part of x is zero. o 
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4. Homogeneous spaces of rank one 

We recall that the exceptional Lie group G2 is given by {x E Iso(C,C);x(uv) = 

x( u )x( v ) for any u , v E C} , where C is the Cayley algebra and I so( C, C) is the group of all R­

isomorphisms from C to C itself and the group structure is given by the composition of maps 

and that the special unitary group SU(n) is given by {A E M(n,C);A*A = I,detA = I} , 

where A* means the transposed conjugate matrix of A and I means the identity matrix. It 

is known the following fundamental theorems; 

THEOREM 4.1 ([47, Kiinneth theorem]) . Let X and Y be spaces and Hi(X ; Z) is 

finit ely generated for any i. Then there is a short exact sequence: 

THEOREM 4.2 ([47, Universal-coefficient theorem]). For any module G) there is a 

short exact sequence: 

0 ---+ Ext(Hn_l(X;Z),G) ---+ Hn(X;G) ---+ Hom(Hn(X;Z) , G) ---+ 0 

In general, let F ---+ E ---+ B be a fibration in which the base B is a connected CW 

complex with 7rl(B) acting trivially on H*(F; G), where G is an abelian group. Recall 

THEOREM 4.3 ([41, Leray-Serre theo'rem]). There is a first quadrant spectral sequence 

E;,q such that E;,q ~ Cp(B; Hq(F; G)) and E;,q ~ Hp(B; Hq(F; G)) which converges to 

H*(E; G). 

In this section , {E:,*, dT
} means a homology Leray-Serre spectral sequence. 

The classification of compact, simply connected, homogeneous space of rank one has 

been made by Oniscik [37]. In [35], McCleary and Ziller have determined the mod p 

cohomology of the homogeneous spaces completely for any prime p. These results are also 

used to prove Theorem 1.2. According to Table [35 , p.767], we now list such homogeneous 

spaces which are not diffeomorphic to spheres or projective spaces: 
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(1) (SO(2n + 1) , SO(2n - 1) x SO(2) , 1), (n ~ 2) 

(2) (SO(2n + 1) , SO(2n - 1),1), (n ~ 2) 

(3) (SU(3), SO(3), 4), 

(4) (Sp(2), SU(2), 10) , 

(5) (G 2 ,SO(4),(1,3)), 

(6) (G 2 , U(2), 3), 

(7) (G 2 , SU(2), 3) , 

(8) (G 2 , SO(3) , 4) , 

(9) (G 2 , SO(3) , 28), 

where (1) ,(2) and (3) are standard inclusions. (4),(5) and (9) are maximal inclusion . (6) 

is by U(2) C SO(4). (7) is by SU(2) C U(3) C SO(4). (8) is by SO(3) C SO(4). Here 

the triple (G, H , i) consisting of the Lie group G, the subgroup H and the integer or a pair 

of integers means the homogeneous space G / H of G by the subgroup H with the index i . 

Here the index of the subgroup H of G is that of the subalgebra Lie(H) of the Lie algebra 

Lie( G) of G in the sense of Dynkin ([10]). If a Lie group H has k simple factors , then 

7r3(H) is isomorphic to a free abelian group of rank k , that is, 7r3(H) = EElkZ. It is known 

that 7r3(H) = Z if H #- SO(4) and 7r3(H) = Z EEl Z if H = SO(4) ([32]). Therefore in the 

above cases we can regard j* : 7r3 (H) ---+ 7r3 (G) as the multiplication by an integ r n or a 

pair of integers (m, n) associate to the inclusion j : H ---+ G if H #- SO(4) or H = SO(4), 

respectively. The assertion of [37, Lemma 4] guarantees that the index of the subgroup H 

of G can be interpreted as the above integer or pair of integers determined by the inclusion 

J . 

PROPOSITION 4.4. Any compact, simply connected homogeneous space M of rank one 

satisfies the conditions (i) and (ii) in Theorem 3.4. 

PROOF. It is clear that spheres and projective spaces satisfy (i) and (ii). We will show 

that the nine homogeneous spaces listed above satisfy (i) and (ii). From the computation 

of the cohomology of the homogeneous spaces M by McCleary and Ziller [35, Theorem 1], 
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the cohomology algebra, H*(M) = H*(M; Zip), is given by the table as follows: 

(1): H*(M) ~ H*(p2n- lc) if p =f 2 

~ H*(5 2n X pn- lc) if p = 2 

(2): H*(M) ~ H*(54n- l ) if p -# 2 

(3): H*(M) ~ H*(55) if p =f 2 

~ H* (52 X 53) if p = 2 

(4): H*(A1) ~ H*(57 ) ifp =f 2 or p =f 5 

~ H* (53 X 54) if p = 2 or p = 5 

(5): H*(M) ~ H*(p2H) if p -# 2 

~ Z/2[x ,yJ/(x3 = y2,x 2y = 0) ifp = 2 where degx = 2 and degy = 3 

(6): H*(M) ~ H*(P5C) ifp =f 2 or p =f 3 

~ H*(S2 x P2H) if p = 3 

~ H*(S6 X P 2C) if p = 2 

(7): H*(M) ~ H*(Sll) if p =f 2 or p =f 3 

~ H*(S3 x p 2H) ifp = 3 

~ H* (S5 X S6) if p = 2 

(8): H*(M) ~ H*(Sll) if p =f 2 

~ H* (S2 X S3 X S6) if p = 2 

(9): H*(M) ~ H*(Sll) if p =f 2 or p =f 7 

~ H*(S3 x p 2H) ifp = 7 

~ H* (52 X 53 X S6) if p = 2, 
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as algebras. Here pnc and pnH mean the complex and quaternion projective space , 

respectively. Then one can conclude that H4(JvJ ; Z) is torsion free for the cases (1), (3), 

(5), (6) and (8). 

We consider the case (9). Let 7r : 5pin(n) --1 50(n) be the universal covering. By the 

Hurewicz theorem, (jJr)* : H3(5pin(3) ; Z) --1 H3(G 2 ; Z) is multiplication by 28. In order 

to prove that j* : H3(50(3); Z) --1 H3(G2; Z) is multiplication by 14, we will show that 

Jr* : H3(5pin(3); Z) ----t H3(50(3); Z) is multiplication by 2. 

Let us consider the homology Leray-Serre spectral sequence {E;,*, dT
} of the universal 

50(n)-bundle. Since Ei,l = H2(BSO(3) ; Hl(50(3); Z)) = H2(B50(3) ; Z/ 2) = Z/2 and 

E~,a = H4 (B50(3); Z) = Z, it follows that El,a = 2Z. Therefore we can deduce d3 : El,a ----t 

EJ,3 is multiplication by 1/2. Note that EJ,3 = H3(50(3); Z) = Z. The index of the map 

B(7r)* : H4(B50(3); Z) = Z ----t H4(B5pin(3); Z) = Z is 4. From the universal coefficient 

theorem, it follows that the index of the map B(7r)* : H4(BSpin(3); Z) ----t H4(B50(3); Z) 

is 4 also. Thus the naturality of the differential in the spectral sequence enables us to 

conclude that the index of 7r* : H3(5pin(3) ; Z) ----t H3(50(3); Z) is 2. Hence we see j* : 

H3(50(3); Z) ----t H3(G 2; Z) is multiplication by 14. 

To prove that the homogeneous space M of the case (9) satisfies the condition (i) , we 

consider the homology Leray-Serre spectral sequence {E; ,*, dT
} of the fibration 50(3) ----t 

G2 ----t G2/50(3) = M. Let {FpH*}p~a be the filtration of H*(G2; Z) which comes from the 

spectral sequence {E; ,*, dT
}. Notice that j* : H3(50(3); Z) ----t H3(G2; Z) coincides with the 

boundary homomorphism 

Since E5,2 = H2(SO(3); Z) = 0 and Er,l = 0, we obtain H3(M; Z) = E~,o = Era ~ 

F3H3/ F2H3. From the table above, it follows that Ei,l = Z/2 and H4(M; Z) does not have 

2-torsion part and a free part. Therefore we see Z/2 = Ei,l ~ E2,1 ~ F2H3/ FlH3. The 

fact that the index of j is non-zero and E8,3 is a subgroup of H3(G2; Z) = Z allows us to 

deduce E5,3 ~ ED:3· Since M is simply connected, clearly Er,2 = O. Hence j* coincides 

with the inclusion Z = H3(SO(3); Z) = E5,3 ~ E~ ~ E8,3 = FaH3 = FlH3 C F2H3 C 

F3H3 = H3(G2; Z). The above argument yields that the inclusion Z = FlH3 ----t F2H3 = Z is 
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multiplication by 2. Since the index of j* is 14, we have the inclusion Z = F2H3 -+ F3 H3 = Z 

is multiplication by 7. It turns out that H3(M; Z) = Z/7. By using the universal coefficient 

theorem, the torsion part of H4(l\IJ; Z) is Z / 7. Hence we see the manifold 1\1 = G2 /50(3) 

satisfies the condition (i). The same argument works in cases (2), (4) and (7). 

From the table of above ([35, Theorem 1]) , we obtain that the case where H4(M; Z) 

has 2-torsion is (2) for n = 2 and (4). It is clear that the manifold satisfies the condition 

(ii) since we can see that the manifolds 50(5) /50(3) and 5p(2)/5U(2) are 2-connected by 

homotopy exact sequences. D 

THEOREM 4.5. Let M be a simply connected 4-dimensional manifold, compact simply 

connected homogeneous spaces of rank one or a finite product of those manifolds . Then 

the D-map of M is good. Therefore the string class J.1( Q) vanishes if and only if !Pl (~) 

vanishes. 

PROOF. Let X and Y be simply connected spaces satisfying the condition (i) in Theorem 

3.4. By the Universal Coefficient Theorem, we see that H2(X; Z) and H2(y; Z) are torsion 

free. Hence it follows from the Kiinneth Theorem that H4(X x Y; Z) is isomorphic to 

EBi+j=4Hi (X; Z) 0 Hj(y; Z). As a consequence, the product space X x Y also satisfies the 

condition (i) in Theorem 3.4. It is clear that if X and Y satisfy the condition (ii) in Theorem 

3.4, then X x Y also satisfy the condition (ii) in Theorem 3.4. Let M be a simply connected 

4-dimensional manifold. Since H 4 (M; Z) is isomorphic to Z, it follows that M satisfies the 

condition (i) in Theorem 3.4. Therefore this theorem follows from Proposition 4.4. D 

REMARK 4.6. For the manifolds M in the cases (1), (3), (5), (6) and (8), H 4 (M; Z) 

is torsion free. Therefore, by virtue of Theorem 1.8, we can deduce that the D-maps of 

these manifolds are good. Since the manifolds in the case (2), (4) and (7) are 2-connected, 

it follows from [36, Theorem 3.1] that the manifolds have the good D-map. However, we 

cannot conclude that the manifold in the case (9) and product spaces of compact, simply 

connected homogeneous spaces of rank one have the good D-map by applying Theorem 1.8 

or [36, Theorem 3.1] . 
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CHAPTER 3 

Rational cyclic cohomology and formality 

In the following, we suppose that X is a connected and simply connected space such 

that H* (X; Q) is finitely generated as a Q-algebra and suppose that X is not rationally 

contractible. 

1. Normality of E51 x 51 LX 

Let A be a CDGA. Recall the definition of formality in Chapter O. Let 1(5) denote 

the ideal in the algebra I\Z generated by a basis of a subspace 5 in Z, i.e., 1(5) = (5) l\z. 

When A is formal, we can choose a minimal model M = (I\Z, d) of A such that Z = 

Ker(dl z ) EB Ker (1f;lz) for a quasi-isomorphism 1f; : M -+ H*(A). Therefore, following [8 , 

Theorem (4.1)]' 

A is formal if and only if there is a complement N to K er( dl z), 
(1.1 ) 

such that any d-cocycle of 1(N) is d-exact. 

Here we state about the construction of a minimal model and some properties of it. In 

the following, we use the symbol [w] for the element which is represented by a co cycle w in 

a cohomology. According to [8, p.251]' [17, IX,D] or [38, p.172]' the minimal model M of 

A and p : M -+ A satisfying the condition (3) of Definition 1.1 is inductively constructed 

as M = UnM(n) and p = UnPn with Pn : M(n) -+ A, where M(n) is minimal and 

generated by elements in degrees::; n, p~ is an isomorphism in degrees ::; n, and p~ is an 

injection in degree n + 1. Here M(n + 1) is defined by an elementary extension ([17, IX,D]) 

M(n + 1) = M(n) 0 d I\zn+l where zn+l = Cn+1 EB Kn+l, 

cn+1 = Coker(p* : Hn+l(M(n))-+Hn+l(A)), 

Kn+l = Ker(p* : Hn+2(M(n))-+Hn+2(A)), 

dl c n+1 = 0, and passing to cohomology [dI K n+1] is an injection. In the following, we put 

C = EBnCn, and K = EBnKn. We recall, in Definition 1.1 of Chapter 0, that dZi E I\Z<i for 
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a well ordered index I and i E I. Since (I\Z<i ' d)(I\Z<i) dl /\ z<J is also a CDGA and dZi is 

also a co cycle in (I\Z<i' d), the homology class of dzi , [dzi], is defined in H*( I\ Z<i, d). Put 

Ker [dl z ] := {Zi E Z; dZi is cohomologus to zero in the complex (I\Z<i ' d)}. 

Then we see Ker [dl z ] :J Ker(dl z ). 

DEFINITION 1.1 ([38, Definition 1.2]). A minimal model (I\Z, d) zs called normal if 

Ker[dl z ] = Ker(dl z ). 

For an element Z of zn, Z E Ker [dl z ] means that dz = du for an element u of I\ z <n. So 

it is clear that Ker [dl z ] :J Ker(d lz ) in general. Further we shall say in this paper , when we 

put z :sn = EBi:SnZi, that 

DEFINITION 1.2. A minimal model (I\Z, d) is (n )-normal if Ker [dlzsn] = Ker( dlz sn). 

If (I\Z, d) is (n)-normal, then it is (i)-normal for i :s; n. Also if (I\Z, d) is (n)-normal 

and Ker [dl zn+l] = Ker(dlzn+l ), then it is (n + I)-normal. 

It is known ([38, p.172]) that the minimal model constructed above is normal and ([38, 

Lemma 1.8]) that 

If a minimal model M = (I\Z, d) is normal and formal, 
(1.2) 

then H*(M) is generated by [Ker(dl z )] as an algebra. 

Under the construction above, we have C = Ker(d lz ) and Z = C EB K for M = (I\Z, d). 

Then we see that the condition (1.1) for the formality of A is modified as 

LEMMA 1.3. A is formal if and only if any d-cocycle of I(K) is d-exact. 

PROOF. The "if" part is clear from (1.1) since K is a complement to C, Z = C EB K. 

The "only if" part is proved since there exists a quasi-isomorphism p : M ---+ (H*(M),O) 

such that pic = [idc], plK = 0 and pld(K) = [0] from (1.2). If an element w of I(K) is closed, 

then [w] = p( w) = 0, and w is d-exact in M since p* is an isomorphism on cohomology. 0 

Let C1 = C EB (3( C), Kl = K EB (3(K), and II (S) the ideal in the algebra I\Z (9 I\Z 

generated by a basis of a subspace S of Z EB Z . Then we have Ker(5IzEB z ) = C1 and 

Z EB Z = C1 EB K 1 . 

58 

LEMMA 1.4. If (I\Z (9I\ Z, 5) is (n)-normal and formal , then any 8-cocycle of I1 (K1 :Sn) 

is 8-exact. 

PROOF. There exists a quasi-isomorphism p : (I\Z (9I\ Z, 8) ---+ (H*(I\Z (9I\ Z, 8), 0) such 

that p lCI = [idcJ since (I\Z (9 I\Z, 8) is formal. Also since (I\Z (9 I\Z, 8) is (n)-normal, we 

have the following commutative diagram of CDGA-morphisms from Definition 1.2: 

(I\(Z EB Z) :Sn, 8) 
7f 

(I\C1 :Sn/(8(Il(I(1 :Sn)) n I\C1 :Sn), 0) 

z j j ¢ 

(I\Z (9 I\Z, 8) 
p 

(H*(I\Z (9 I\Z, 8), 0) , 

where 7f is the projection with 7f lclsn = [idclsn], 7fIKI s n = 0 and 7rld(KI Sn ) = [0], ¢ is defined 

by [¢ ICI Sn] = [idcl sn], and i is the inclusion induced by (Z EB Z) :Sn y Z EB Z. Then we 

have p lKl~n = p 0 ilKl ~ n = ¢ 0 7rIKI ~ n = O. If an element w of II (K1 :Sn) is a 5-cocycle, 

then [w] = p(w) = 0, and w is 8-exact in (I\Z (9I\ Z,8) since p* is an isomorphism on 

cohomology. o 

LEMMA 1.5. If (I\Z (9 I\ Z , 8) is formal, then it is normal. 

PROOF. We show this lemma inductively. It is clear that (I\Z (9 I\ Z , 8) is (I)-normal 

sll1ce 

Ker[8ICZEBZ)1] = Ker[8 lz 1 ] = Zl = Ker(8 Iz 1 ) = Ker(8 1(zEBZ)1) . 

Suppose that (I\Z ®I\ Z,8) is (n)-normal. If we can show that Ker[8 1zn 1] = ,6(Ker[d lzn+2]), 

then we see that 

Ker [51(ZEBz)"+I] =Ker[8 Iz n+l] EB Ker[dl zn+l] 

=(3(Ker[dl zn+2]) EB Ker[dlzn+l] 

=(3(Ker(dl zn+2)) EB Ker(d lzn+l ) 

=Ker(5Izn+l) EB Ker(dlzn+l) 

=Ker( 51 (ZEBz)n+I), 
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that is , (I\ Z 01\Z, c5) is (n + I)-normal. The inclusion Ker[c5 lzn+1] :J ,8(Ker[dl zn+2]) is clear 

since c5(z ) = c5(f3(u)) if d(z) = d(u) for elements z of zn+2 and u of (l\z)n+2. Therefore we 

show that Ker[c5lzn -t 1] C ,8(Ker[dl zn+2]). 

Suppose that z E Ker[c5lzn+l]' that is, there is an element WI in (l\lZ 0I\ z)n+l n II(KI) 

such that 

c5(:z) = c5(Wd 

for an element:z of zn+1. If ,8(WI) = 0, we have d(z) = d(u) for an element u of (l\z)n+2 

such that ,8(u) = WI, from (2.1). This means that z E Ker[d lzn+2] . Let ,8(Wl) i= O. Then 

we have ,8(wr) E I2(K~n) and c5(,8(wr)) = -,8(c5(W1)) = -,8(c5(z)) = ,8(f3(d(z))) = O. From 

Lemma 1.7, there is an element W2 E 1\2 Z 0 I\ Z, such that 

c5( W2) = ,8( wd· 

Then we have ,8(W2) E Il(K1 ~n) and c5(,8(W2)) = c5(,8(W2)) = -,8(c5(W2)) = -,8(,8(Wl)) = O. 

From Lemma 1.7, there is an element W3 E 1\3 Z 0 I\ Z, such that 

Iterating this argument yields an element Wm E 1\ m Z 0 I\ Z, such that 

From (2.1), there is an element Um-l in I\m-l Z 0 I\Z such that 

and there is an element Um- 2 in I\rn-2 Z 0 I\ Z such that 

since f3(c5(Um- l) + wm- d = - c5(,8(um- r)) + ,8(wm- r) = - c5(wrn) + ,8(Wm- 1) = -,8(Wm- l) + 
,8( Wm- l) = O. 

Iterating this argument for i = m - 3,00,0 , there is an element Uo in I\ Z such that 

Then f3(d(uo)) = - c5(,8(uo)) = - c5(wr) = - c5(z) = ,8(d(z)). Thus we have d( z) = d(uo) from 

(2.1), that is, z E Ker[d lzn+2]. Hence Ker [c5lzn+1] C ,8(Ker[dlzn+2 ]). o 
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LEMMA 1.6. LX is formal if and only if any c5-cocycle of 11 (Kd is c5-exact. 

PROOF. The "if" part follows from (1.1) since C1 is the subspace of c5-cocycles in Z EB Z 

and K1 is a complement to C1: Z EB Z = C1 EB K 1 . 

The "only if" part follows as in the proof of Lemma 1.3 since (I\ Z 0 I\ Z, c5) is normal 

from Lemma 1.5. o 

Recently, N.Dupont and M.Vigue-Poirrier showed that when H*(X ; Q) is finitely gen­

erated, LX is formal if and only if H*(X; Q) is free, i.e., X has the rational homotopy type 

of a product of Eilenberg Maclane spaces ([9]). As an equivariant version, we consider the 

necessary and sufficient condition for the formality of ES1 x Sl LX. For this purpose, we 

give a equivariant version of Lemma 1.6 in this section. 

Let C2 = Q{t} EB ,8(C), K2 = C EB K1, and I2(S) the ideal in the algebra Q[t]0I\Z0I\Z 

generated by a basis of a subspace S of Q{t} E9 Z E9 Z. Then we have Ker(D IQ{t}EBzEBz ) = 

C2 and Q{t} EB Z EB Z = C2 EB K 2 · 

LEMMA 1.7. If (Q[t ] 0 I\ Z 0 I\ Z, D) is (n)-normal and formal, then any D-cocycle of 

I2(K2 ~n) is D-exact. 

PROOF . There exists a quasi-isomorphism p (Q[t] 0 I\ Z 0 I\Z, D) ---+ (H*(Q[t] 0 

I\ Z 0 I\ Z, D), 0) such that plc2 = [idc2 ] since (Q[t] 0 I\Z 0 I\Z, D) is formal. Also since 

(Q[t ]0 I\Z 01\ Z, D) is (n)-normal, we have the following commutative diagram of CDGA­

morphisms from Definition 1.2: 

(I\(Q{t} E9 Z E9 z) ~n, D) 

(Q[t] 0 I\ Z 01\Z, D) 

j ¢ 

---- (H*(Q[t] 0 I\ Z 0 I\Z, D), 0) , 
p 

where 7r is the projection with 7r IC2 ~ n = [idC2~n], 7rIK2 ~n = 0 and 7r l d(K2 ~ n) = [0], ¢ is defined 

by [¢IC2 ~ n] = [idC2 ~n], and i is the inclusion induced by (Q{t} EB Z EB z) ~n '----t Q{t} E9 Z EB Z. 

Then we have p lK2~n = p 0 ilK2 ~ n = ¢ 0 7r I K2 ~n = O. If an element W of I2(I(2 ~n) is a 
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D-cocycle, then [w] = p(w) = 0, and w is D-exact in (Q[t] 0 /\Z 0 /\Z, D ) since p* is an 

isomorphism on cohomology. o 

LEMMA 1.8. If (Q [t] 0 /\Z 0 /\ Z, D ) is formal , then it is normal. 

PROOF. We show this lemma inductively. It is clear that (Q [t] 0 /\ Z 0 /\Z, D ) is (1)-

normal since 

Suppose that (Q [t] 0 I\ Z 0 I\ Z , D) is (n) -normal. If we can show that Ker [5Izn+1] 

(3( Ker[dlzn+2 ]), t hen we see that 

Ker[D I( Q{t} EBZEB Z(+1] = Q{5n · t} EB Ker [5Izn+1] 

= Q{5n . t} EB (3( Ker [dl z n+2]) 

= Q {5n . t} EB f3( Ker( dl zn+2 )) 

= Q{5n . t} EB Ker(5 Izn+1) 

where 5n is 1 if n = 1 and 0 if n > 1, that is , (Q [t] 0 I\ Z 0 I\ Z , D) is (n + I)-normal. 

The inclusion Ker [5Izn+1] ~ (3( Ker [dlzn+2]) is clear since 5(z-) = 5(f3(u)) ifd(z) = d(u) for 

elements z of zn+2 and u of (l\ z)n+2 . Therefore we show that Ker [5Izn+1] C (3 (Ker[d lzn+2]). 

Suppose that Z- E Ker [5Izn+l]' that is , there is an element WI in (/\ I Z 0 /\ Z t +1 n II (KI) 

such that 

for an element Z- ofzn+l. If (3(wd = 0, we have d( z) = d(u) for an element u of (l\zt+2 such 

that f3(u) = WI, from (2.1) . This means that z E Ker [dlzn+2] . Let (3(Wl) =1= O. Then we have 

f3(wd E I2(K~n) and D(f3(wd) = 5( f3(W I)) = -f3(5(wd) = -(3(5(z-)) = f3((3( d( z))) = O. 

From Lemma 1.7, there is an element W2 = 2:i~ 2 ti- 2 . W2,i in Q [t] 0 /\ >2 Z 0 I\ Z, where 

W2 ,i E I\t Z 0 I\ Z , such that 
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Then we have (3(W2 ,2) E I2(K2 ~n) and D((3(W2 ,2)) = 5(f3(W2,2)) = -(3(5(W2,2)) 

-f3((3(Wl)) = O. From Lemma 1.7, there is an element W3 = 2:i~ 3 ti 3 . W3 ,i III 

Q [t] 0 /\ ~ 3 Z 0 /\ Z , where W3,i E /\i Z 0 /\ Z , such that 

Iterating this argument yields an element Wm = 2:i ~m ti- m . Wm ,i in Q[t] 0 /\ ~m Z 0 /\ Z, 

where Wm,i E I\t Z 0 I\ Z , such that 

From (2.1), there is an element 'Um- l in I\m- l Z 0 /\Z such that 

and there is an element Um- 2 in 1\ m- 2 Z 0 I\ Z such that 

since f3( 5(Um- l) + Wm- I,m- I) = -5((3(um-d) + (3(wm- l,m- d = -5(wm,m) + f3(wm- l,m- d = 

-(3( wm- I,m- d + (3( wm- I,m- d = O. Iterating this argument for i = m - 3, .. , 0, there is an 

element Uo in I\ Z such that 

Then (3(d(uo)) = -5((3(uo)) = -5(WI) = - 5(z-) = f3( d( z)). Thus we have d(z) = d(uo) from 

(2.1), that is, z E Ker [dlzn+2]. Hence Ker[5 Izn +1] C f3( Ker [dlzn+2]) . o 

LEMMA 1.9. ES1 x S1 LX is formal if and only if any D- coc ycle of 12 (I{2) is D- exact. 

PROOF. The "if" part follows from (1.1) since C2 is the subspace of D-cocycles in 

Q{t} EB Z EB Z and K2 is a complement to C2: Q{t} EB Z EB Z = C2 EB K2. 

The "only if" part follows as in the proof of Lemma 1.3 since (I\t 0 /\ Z 0 I\ Z , D) is 

normal from Lemma 1.8. o 
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2. Formality conditions of ES1 x 51 LX 

Let BS1 be the classifying space of Sl. Then we know that H*(BS1; Q) ~ Q[t]; the 

polynomial algebra generated by an element t with deg t = 2. Let us return to the arguments 

of minimal models in Chapter O. We know HC*(X; Q) ~ H*(ES1 X51 LX; Q) ~ H*(Q [t] ® 

/\Z ® /\Z, D) from [4] and (2.4), respectively. Let 

T* = H*(Q[t ] ® /\+( Z EB Z), D). 

Then we can decompose H*(Q[tJ ® /\ Z ® /\ Z, D) into a direct sum of graded Q[tJ-modules 

Q [tJ EB T* since 1m D c Q [tJ ® /\+( Z EB Z), i .e ., as graded Q[tJ-modules: 

H*(ES1 X51 LX; Q) ~ Q [tJ EB T*. 

M.Vigue-Poirrier proves in Lemma 2 of [51 J that 

as graded Q-modules. 

T* ~ (J(/\Z ® /\Z) n Kerb' 

b'({J( /\ Z ® /\ Z)) 

(2.1) 

(2.2) 

By using Lemma 1.9 , we characterize the rational homotopy type of X when ES1 x51 LX 

is formal as follows: 

THEOREM 2.1. The following are equivalent: 

1. E Sl X 51 LX is formal, 

2. X has the rational homotopy type of an odd dimensional sphere, and 

3. T* ~ Q{Zi}i>O as graded Q-modules with deg Zi even and deg Zi = i deg Zl for any i . 

PROOF OF THE EQUIVALENCE OF (1) AND (2) OF THEOREM 2.1. The "if" part is 

proved as follows: Suppose X (O) ~ S2n+1 (0) for a positive integer n. Then we have 

M(X) (/\(X2n+l),0) with X2n+1 a generator of the algebra H*(S2n+\ Q) . By (2.4), 

there is a CDGA-isomorphism: 

(2.3) 

where D(X2n+l) = 0 and D(X2n+r) = tX2n+l ' Then we have 12 (K2) = 12(x2n+r). Since every 

non-zero element of I2(x2n+d is not a D-cocycle, we see that ESI X51 (S2n+1)5
1 

is formal 

by Lemma 1.9. 
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The "only if" part is proved by using Lemma 1.9 and the following lemma: 

LEMMA 2.2. If ES1 x 51 LX is formal, then 

1. X is formal, 

2. there are elements Yij of K such that d(Yij) = XiXj for any i, j where {Xl, ... ,Xl} is 

a basis of C, and 

3. c even = O. 

By (1) of Lemma 2.2 , X is formal. Then we see that 

H*(X; Q) ~ /\C/(d(I(K)) n /\C) (2.4) 

as algebras from (1.2) . By (2) of Lemma 2.2 , we see that (2.4) is given as follows: 

where {Xl, . .. ,xz} is a basis of C. By (3) of Lemma 2.2 , each Xi is of odd degree. We put 

deg Xi = 2ni + 1 for i = 1, ... ,l. 

Let l > 1. Then we can see, from a formal consequence of H* (X; Q) (Section 3 of [21]), 

that the minimal model of it is given as follows: 

where deg Xi = 2ni + 1 (1 :::; i :::; l), deg Yij = 2ni + 2nj + 1 (1 :::; i < j :::; l), deg Vl = 

4n1 + 2n2 + 1, deg V2 = 2n1 + 4n2 + I, and the differential d is given as 

for some elements of low degrees. Define an element w of 12 (K2 ) as 

The element w is a D-cocycle since 

D(w) b'( w) 

o. 
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.' _. . .. ~- .. .. ..... ~ .. 

Since J( I\ Z 01\Z) C I\ Z 01\ + Z , we have 1m D = 1m (J + t· (3) C I\Z 01\ + Z EB 12(t). Thus 

we see that 

any element of I\ Z is neither J -exact nor D-exact. (2.5) 

From (2 .5) , w is not D-exact. Thus if l > 1, we see that ESI X 51 LX is not formal from 

Lemma 1.9. Hence we have l = 1, that is , X (O) :::: S2n+\0) for a positive integer n. o 

PROOF OF THE EQUIVALENCE OF (2) AND (3) OF THEOREM 2.1. The "only if' part 

is proved as follows. Suppose X(O) :::: s2n+l (0). By (2.3), we have 

Thus T* ~ Q{X1n+l; i > O}. 

The "if ' part is proved as follows. Suppose ceven #- O. Then for a non zero element x 

of c even , the element x is a generator of H* (ESI x 51 LX) such that its degree is odd. So 

we have 

ceven = O. 

Also suppose dimQCodd 2:: 2. Ifa basis ofcodd is given as {Xl,'" ,xn}, then Xl,'" ,Xn are 

the generators of even degrees of T*. Let deg Xl ~ deg X2. Even if deg X2 = a . deg Xl for 

some positive integer a, it contradicts to (3). For there are two elements of same degrees 

Xf., X2 in T*. So we have 

dimQ c odd = 1. 

Since the differential d is decomposable, we have 

K = O. 

Thus we see that H*(X; Q ) ~ l\ (x2n+d with the degx2n+l 2n + 1. This means that 

X r-.J s2n+l 
(0) - (0) . o 

PROOF OF (1) OF LEMMA 2.2. Let an element w of I(K) be a d-cocycle. Then we 

see that j3(w) is a D-cocycle of Iz(K2) since D({3(w)) = -j3(d(w)) = O. From Lemma 1.9, 
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there is an element U = 2:7=1 ti - lUi in I\t 0 I\ Z 0 I\Z for some n , where Ui E I\i Z 0 I\ Z , 

such that 

D(u) = J(ud = (3(w). 

This means that 

From (2.1), there is an element Vn - l in 1\ n- l Z 0 I\ Z such that 

Then we have j3(J(Vn- l)) = - J({3(Vn- l)) = -J(un) = {3(un- d, that is , (3(J(vn-d - un- d = 

O. From (2.1) , there is an element Vn- 2 in I\n-2 Z 0 I\ Z such that 

Then we have j3(J(Vn- 2)) = - J( {3(Vn- 2)) = - J(J(vn- d) + J(Un- l) = J(un - d = -(3(Un-2), 

that is, j3(J(Vn- 2) + Un- 2) = O. From (2. 1) , there is an element Vn- 3 in I\n - 3 Z 0 I\ Z such 

that 

Iterating this argument for i = n - 4, .. , 0, we see that there is an element Vo E I\ Z such 

that 

(3(Vo) = J(vd + (-It+l Ul' 

Then we have (3( d(vo)) = - J({3(vo)) = (_l)nJ(J(vd) + (_l)nJ(ud 

(-l)nj3(w). From (2 .1 ), we have 

Thus X is formal from Lemma 1.3. o 

PROOF OF (2) OF LEMMA 2.2. For any i, j where {Xl,'" ,xm } is a basis of C, we 

see that 
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This element {3(XiXj) is a D-cocycle. By the same argument of the proof of (1) of Lemma 

2.2 , there is an element u in J(K) such that d( u) = XiX j E 1\ 2 Z. From the decomposability 

of d, we see that u is not decomposable, but an element of K. o 

If ES1 X SI LX is formal , then we see 

there is no elem ent y of K - {O} such that d(y) E I\ c even. (2.6) 

In fact , (2.6) is showed as follows: Suppose that there are an element y in K and an 

element f in I\ c even such that d(y) = f. If a basis of c even is { Xi l' ..• , Xi
n

} , we have 

This element y Xi l ... Xin is a D-cocycle since 

D(-y X · . . . X· ) = 5(-y) x· ... X· = -{3(f)x · ... X· = O. t 1 tn t 1 tn t 1 tn 

By (2 .5), we see that Y X iI ' .. Xin is not D-exact. Then ES1 X S I LX is not formal from 

Lemma 1.9. Thus we have (2.6). 

PROOF OF (3) OF LEMMA 2.2. Suppose c even i O. For a generator x of c even, 

This element j3 (X2) = 2xx is a D-cocycle and not D-exact. This contradicts Lemma 1.9. 

Thus we have ceven = O. 

In fact , if it is D-exact, then there is an element y in Z such that 5(y) = D(y) = j3 (x 2) 

from the decomposability of D. Then there is an element y in K such that d(y) 

from (2 .1). But we can not have such an element from (2.6). 

3. Connes' periodicity map on cyclic cohomology 

o 

Let A = (A , d) be a Q-CDGA. We define the normalized cyclic bar complex 

(Q [t] 0 N(A) , b + t . B) of A and the cyclic homology of A following [15, §2] : 

00 

N (A ) = 2:A 0 A®k, 
k=O 
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the derivation b = bo + b1 and B have the propert ies such t hat 

k 

bo([zo, .. , Zk]) = - IJ - l) Ei- l[ zo, .. , Zi - l , d( Zi ), Zi+l , .. , Zk], 
i=O 

k- l 

b1( [zo, .. ,Zk]) = - 2:(-1) Ei[zO"" Zi- l, ZiZi+l ,Zi+2, .. ,Zk] + (_ l )(degzk- l )Ek- l[ZkZO" " Zk_d, 
i=O 

k 

B([zo, .. , Zk]) = 2:( _ 1)(Ei-1+1)(Ek- Ei- 1l [l , Zi , .. , Zk, Zo, .. , Zi - l ], 

i=O 

and bo(t) = b1 (t) = B(t) = 0, where A = EBi> oAi, deg[zo, .. , Zk] = degzo + ... + degzk - k , 

for [zo, .. , Zk] in N(A) , and Ci = degzo + ... + degzi - i . Since the formulas bo B + B ob = 0 

and b2 = B2 = 0 hold , the derivation b + t . B is a differential with degree 1. Its homology is 

denoted HC*(A) , which is called the cyclic homology of A. We denote that of rational de 

Rham complex (O*(X) , 8) of X by HC*(X; Q) and it call the rational cyclic cohomology of 

X. If A is formal , we see that HC*(A) ~ HC*(M(A)) ~ HC*(H*(A) , 0) as algebras, which 

are induced from quasi-isomorphisms A ~ M(A) -t H*(A) and that b = b1 in N(H*(A)) 

since the differential of H*(A) is trivial. 

Let A = (I\ Z, d). Recall that M(ESI X SI LX) ~ (Q [t] 0 I\ Z 0 I\ Z, D) in Section 2 of 

Chapter O. There is the complex morphism from the cyclic bar complex to the CDGA, 

gIven by b 

where p, 

g : (Q [t] 0 N(A), b + t . B) -t (Q [t] 0 I\ Z 0 I\ Z, D) 

5, B 

deg ZI + deg Z3 + deg Z5 + ... + deg Zk if k IS odd and f-L 

deg ZI + deg Z3 + deg Z5 + ... + deg Zk-l if k is even. It is known that g induces t he 

isomorphism 

g* : HC*(X; Q) ~ H*(ESI X SI LX; Q) (3.1 ) 

as Q[t]-module ([4], [6], [7]). Then by (2.1) we can decompose HC*(X ; Q) into a direct 

sum of a graded Q [t]-module: HC*(X; Q) ~ Q[t] EB T* , where this T* corresponds to T* in 

H*(ESI X SI LX; Q) by g. 

We start this section by calculating the rational cyclic cohomology of a bouquet of a 

finite number of odd dimensional spheres. 
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LEMMA 3.1. If X(O) ::::: V~=lS2ni +\0)' then HC*(X; Q) is concentrated in even degrees. 

PROOF. Since X is formal, it is sufficient to show that HC*(H *(X; Q) , 0) is evenly 

graded . Let 

where deg Xi is odd for any i. Then an element W with degree odd of N (H*(X; Q) )[tl is 

uniquely expressed as 

W= LWn 
n > O 

where a(io , .. ,in ) E Q - {O} for any (io, .. , in) E INi and Ni =I N j if i =I j. 

Suppose that W is a (b + t . B)-cocycle. Since 1m b n 1m t . B = 0 in this case, we have 

B( wn ) = 0 for any n. 

The equation B(wo) = 0 means Wo = O. Let n > O. The cyclic group Z/(n + l)Z action on 

H*(X; Q )®n+ l is given by letting its generator T act by 

which is equivalent to the action by T . (io, .. , in- I , in) = (in, io, .. , in- I) on (Z/( l + l)Z -

{O} ) xn+l. Then the index sets {INJi of Wn are represented as the following disjoint unions: 

For any index , of Ilv
i

, we can fix k = kl and 0 = jo < jl < . . . < j k ::; n such that 

T1 _ { _ (. .) jl _ (. . . .) jk _ (. ')} 
i Ni - ,- 'lO,··,'ln,T .,- 'In-Jt+l,··,'ln,'lO,··,'ln-h ," ' ,T . ,- 'In - jk + 1 , ·· ,'ln- jk . 

Put [xli = [XiD, ··,XiJ. Then we remark Tj• · [xL = [xltj '·1 = [xin-h+ll ·· ,xin,xio" " xin_hl · 

The equation 0 = B(wn ) = B(~i(~IE IN . ~~=oal. Tj' · [xll)·tNi) = ~i(~IEIN ~~=oal. B(Tjs . 
I I 

[xli)) . tNi means that 
k 

L al • = 0 for any , E INi and i 
5= 0 

since B (Tj . [xli) = B( [xl l ) for any 0 ::; j ::; nand {B( [xll )}1 are linearly independent. If 

we put 
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for 0 ::; a < b ::; k and 

then we have 

respectively. From these equations, if we put 

u~ = (ka'D + 0 + a'2 + 2al3 + ... + (k - l)a,J[xl ~ 

+ ((k - l)a'D + ka' l + 0 + a'3 + .. . + (k - 2)a,J[xg 

+ ((k - 2)a'D + (k - l)a'l + kal2 + 0 + ... + (k - 3)a,J[xn 

+ (a'D + 2a'l + 3al2 + '" + kalk _l + 0 )[Xl~ - l 

+ ( 0 + a'l + 2al2 + 3a'3 + ... + ka,J[xl~, 
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t hen we have its image by different ial b as 

b (u~ ) = (ka,o + 0 + a,2 + 2a'3 + .. . )Til[xJt 

- (ka,o + 0 + a,2 + 2a'3 + ... )[xl, 

+ (( k - l)a,o + ka'l + 0 + a'3 + .. . )Tiz [x l, 

- (( k - 1) a,o + k al l + 0 + a'3 + ... ) Til [xl, 

+ (( k - 2) a,o + (k - 1) all + k a'2 + ... ) T13 [xl, 

- (( k - 2)a,o + (k - l )a'l + ka'2 + ... )Tiz [x1, 

+ (a,o + 2a' l ... + ka, k_l + O)Tjk [xl, 

- (a, o + 2a,! . . . + ka, k_l + O)Tjk - l [xl, 

+ (0 + all + 2a'2 + 3a'3 + .. . )[xl, 

- (0 + all + 2a'2 + 3a' 3 + ... )Tjk [xl, 

-(k + 1)(a, o[xl , + a' lT j! . [xl, + .. ·a' kTjk . [xl, ) 
k 

- (k + 1) I ) a,s T j s . [xl, ). 
s=o 

Thus we have 

that is , w is b-exact. Further we see that w is (b + t . B)-exact since B ( u~ ) = 0 for any 

n > 0 and T Hence there is no element with degree odd in HC*(H*(X ; Q)). 0 

LEMMA 3.2. IfT* = T even, then H*(X; Q) = Hodd(X ; Q). 

PROOF. Suppose c even -I O. Then for a non zero element x of c even, the element x is 

a generator of T* of odd degree. This is a contradiction . So we have 

c even = o. 

Also suppose that w is a decomposab le d-cocycle of I\ Z of even degree . From (2 .1) of 

Chapter 0, f3( w) -I O. Then we see that f3 ( w) is a o-cocycle of odd degree . Since T* = 
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T even, there is an element v of I\ Z 0 1\ Z such that (0 0 (3)(v) = {3(w) from (2.2), that is, 

d( -v) = w from (2.1 ) of Chapter O. So we have w = 0 in H *(X ; Q). Thus we see that 

H*(X; Q) = Hodd (X ). 0 

THEOREM 3.3. T * is concentrated in even degrees if and only if X has the rational 

homotopy type of a bouquet of a finit e number of odd dimensional spheres. 

PROOF OF THEOREM 3.3. The "if" part follows from Lemma 3.1. The "only if" part 

follows by combining Lemma 3.2 and Theorem 1.5 of [211. o 

LEMMA 3.4. 1. If H* (X ; Q) ~ Q [x2nl and deg X2n = 2n, then 

dimQTS = 1 for s = 2n( i + 1) - 1 with i ~ 0 and 

dimQTS = 0 for other s. 

2. If H*(X; Q) ~ Q [X2nJl (X~n) and k > I , then 

dimQTS = 1 for s = 2n(jk + i + 1) - 2j - 1 with j ~ 0, 0 ~ i ~ k - 2 and 

dimQ T S = 0 for other s . 

PROOF. Let Q{S} be the vector space generated by S. (1) is showed as follows: If 

H *( X; Q) ~ Q [X2n ], we have M(X) ~ (I\ (x) , 0) with deg x = 2n . Then we see 

as vector spaces. Note t hat deg (XXi) = 2n( i + 1) - 1. 

(2) is showed as fo llows : If H*(X; Q) ~ Q [X2n Jl (X~n) ' we have M (X ) ~ (I\(x, y ), d) 

with deg x = 2n , deg y = 2kn - 1, d( x) = 0, and d(y) = xk. Then , following [7], 

as vector spaces. Note t hat deg (yjxxi) = 2n(jk + i + 1) - 2j - 1. o 

LEMMA 3.5. If T* = Todd, then the algebra H*(X; Q) is generated by a single element 

of even degree. 
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PROOF. Suppose codd =/= O. Then for a non zero element x of codd , the element x is a 

generator of T'" of even degree. So we have 

c odd = o. 

S d· ceven > 2 If b . f c even " { uppose ImQ _. a aSlSO Isglvenas xl,"',xn},thenanyxixjfori=/=j 

is also a generator of T'" of even degree by (2.5). So we have 

dimQCeven = 1. 

If dimQK > 1, we can choose two elements y, z in K such that d(y) = xm and d( z ) = xn 

with 2 ~ m ~ n for the only generator x of C and that they are linearly independent. Here 

we can assume m < n from the construction of a minimal model in Section 1. Then we 

have 

Ker[dlzl ~ Q{x, z} ~ Q{x} = C = Ker(dl z ) 
:j:: 

since z E Ker[d lz l by d(z) = xn = d(xn- m.y). This contradicts the normality (see Definition 

1.1). So we have 

dimQK ~ 1. 

Thus we see that (I\Z, d) = (I\(x), 0) or (I\Z, d) = (I\(x, y), d) with d(x) = 0 and d(y) = xn 

for some n . Since every non-zero element of l(y) is not a d-cocycle, (I\Z, d) is formal from 

Lemma 1.3. Thus we have this lemma from (1.2). D 

THEOREM 3.6. T* is concentrated in odd degrees if and only if X has the rational 

homotopy type of the James' reduced product space (S2m)oo of s2m for some m or the 2mn 

skeleton (S2m)n of it for some n. 

PROOF OF THEOREM 3.6 . Let (S2m)oo be the James' reduced product space of s2m 

for some m and (S2m)n the 2mn skeleton of it for some n. Then we recall that 

H"' (X; Q) ~ Q [x]j(xn+1
) if and only if X(O) ~ (S2m)n(o) with deg x = 2m 

(3.2) 

as a special case of Corollary 2.6 of [33]. The "if" part follows from (3.2) and Lemma 3.4. 

The "only if" part follows from Lemma 3.5 and (3.2). D 
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The Gysin sequence ([30, p.419]) of Sl-fibration S1 --+ LX --+ ES1 X SI LX: 

is equivalent to the Connes ' periodic exact sequence ([30, p.60]) : 

... --+ HH"'+l(X; Q) --+HC"'(X; Q) ~ HC",+2(X; Q )--+HH"'+2(X; Q) --+ ... 

from (2) of Chapter 1 and (3 .1), and the Connes' periodic map S corresponds the multipli­

cation by t ([6 , Theorem 2.4]). 

M .Vigue-Poirrier proves in [52 , Theorem Bl that if X is formal, then the structure of 

Q [t]-module on T'" is trivial, that is, t . T* = O. Since a bouquet of a finite number of odd 

dimensional spheres, the James' reduced product space of s2m for some m, and the 2mn 

skeleton of it for some n are formal ([21, Lemma 1.6] and [13, p.576], respectively), we 

obtain from Theorems 3.3 and 3.6: 

COROLLARY 3.7. 1fT'" is concentrated in even degrees or odd degrees, then t·T* = O,i.e. , 

S(T"') = O. 

This example indicates that the triviality can be induced not only by the formality of 

X or the algebra structure of H*(X; Q) , but also by the character of a graded structure of 

the cyclic cohomology HC*(X; Q). 
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